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Fermi observatory

!

‣Launched June 11, 2008
‣Full sky survey 
‣Angular resolution about 0.1 deg. above 10 GeV
‣FoV about 2.4 sr. 
‣Excellent charged particle background rejection



Fermi observatory

!

The Large Area Telescope on the Fermi Gamma-ray Space TelescopeMission 27

FIG. 1.— Schematic diagram of the Large Area Telescope. The telescope’s dimensions are 1.8 m × 1.8 m × 0.72 m. The power required and the mass are
650 W and 2,789 kg, respectively.

FIG. 2.— LAT source sensitivity for exposures on various timescales. Each map is an Aitoff projection in galactic coordinates. In standard sky-survey mode,
nearly uniform exposure is achieved every 2 orbits, with every region viewed for∼30 min every 3 hours.

Atwood et al., LAT 
Astrophys.J.697:1071-1102,2009



Fermi 1 year Sky 

The Fermi Sky

1451 sources in First Fermi LAT source catalog  (11 months)

241  sources show evidence of variability

57% of the sources are associated positionally, mostly with blazars and pulsars

Small number of other classes of sources: XRB, PWN, SNR, starburst galaxies, globular 
clusters, radio galaxies, Seyferts

Fermi 1 year sky

‣1451 sources 
‣57% positionally associated 
‣241 show variability 



Photons from WIMP Annihilation

Flux = Particle Physics x Astrophysics 

Relic abundance set by annihilation cross section



Gamma-ray yield from WIMPs

FIG. 1: Feynman diagrams that contribute to the total annihilation cross section: (a) the tree level

diagram, (b-d) t-channel squark exchange, and (e-j) s-channel Z and Higgs exchanges.

A. Neutralino annihilation cross section

The behavior of the annihilation cross section depends on the composition of the neu-

tralino. Throughout this paper we assume that the LSP is largely gaugino as motivated by

mSUGRA models [4]. The processes that contribute to the cross section up to order α2
s and

one loop are shown in Fig. 1. The tree-level diagram is shown in Fig. 1(a). Figures 1(b-d)

show the diagrams with t-channel squark exchange, whereas (e-j) show the diagrams with

s-channel Z, H0, h0, A0 exchanges. The gauge and Higgs bosons couple to the Higgsino part

of the LSP and thus their contributions are suppressed for a mostly-gaugino neutralino.1

The corresponding suppression factors for the s- and p-wave terms in the cross section are

given in Table I.

B. The anomaly equation

The leading contribution to neutralino annihilation via exchange of a squark of mass

M̃ , shown in Fig. 1(a), can be reduced to an effective vertex described by a dimension-six

operator suppressed by M̃2,

L = (c/M̃2)O6 , O6 = (χγµγ5χ)(qγµγ5q) , (1)

1 The Higgsino fraction suppression can be removed at the cost of going to one loop [5].

3

µ→ eνeνµτ → µνµντ

Gamma Rays guaranteed from “Final State Radiation”

[Beacom et.al. (2004)]                 
[Birkedal et.al. (2005)]

Neutrinos guaranteed if ! = µ, τ
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Search Strategies
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Figure 8: Different emission components. The top left panel shows an all-sky map of the main halo’s diffuse emission (averaged for different observer positions

and over azimuth), while the top right panel shows the emission from all resolved subhalos, from a random position on the Solar circle. The luminosities assigned to

each subhalo include their contribution for all unresolved (sub-)substructure. For simplicity and for better graphical reproduction they have been represented as point

sources that were smoothed with a Gaussian beam of 40arcmin. The bottom left panel gives the expected surface brightness from all unresolved subhalos down to the

free streaming limit, assuming a spherically symmetric halo. This is a very smooth component over the sky that dominates the total flux (its integrated flux is nearly

1.9 times the integrated flux from the main halo). Finally, the bottom right panel shows the total surface brightness from all components together. All maps show the

surface brightness in units of the main halo’s diffuse emission, and use the same mapping to color scale, except for the map of the resolved substructures, where the

scale extends to considerably fainter surface brightness.
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Satellites: Low bkgd, good 
source id, low statistics

Galactic center: Good 
statistics, source confusion/

diffuse backgrounds Halo: Good statistics but 
diffuse backgrounds

Spectral lines: Good source 
id, low statistics

Galaxy clusters: Low 
backgrounds but low statistics

Extragalactic: Good statistics, 
diffuse bkgds and astrophysics 
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FIG. 2: LAT data with model, source, and UIB compo-
nents for sky region in Fig. 1. Model (lines): π0-decay,
red; bremsstrahlung, magenta; IC, green. Shaded/hatched
regions: UIB, grey/solid; source, blue/hatched; total (model
+ UIB + source), black/hatched.

5-σ significance. Due to the limited statistics of all but
the very brightest sources, we used 3 bins per energy
decade in the fitting procedure. Source positions were
fixed but the spectra were fit using one free parameter
for the source flux per energy bin. The UIB component
was determined by fitting the data and sources over all
Galactic longitudes for the high-latitude region |b| ≥ 30◦

for the full LAT energy range shown in the figure. Using
this high-latitude region minimises the effect of contam-
ination by the bright Galactic ridge which can be signif-
icant even up to ∼ 10◦ from the plane due to the long
tails of the PSF at low energies.

To determine the uncertainty of the source and UIB
components, we modified the effective area to the ex-
tremes of its systematic uncertainty defined before and
refitted the data. Since the DGE model components do
not vary in the fit, the absolute change in intensity caused
by the modification to the effective area propagates di-
rectly to the source and UIB components. The system-
atic uncertainty on these components is energy depen-
dent and due to several effects.

For energies ! 10 GeV the PSF is ∼ 0.2◦ (68% contain-
ment) and the sources are well-localised spatially. Since
the model is fixed and the sky maps are sparser at high
latitudes for the data taking period in this paper, the
UIB component absorbs almost all of the intensity from
the modification to the effective area. At low energies
the PSF is wider, 3.5◦ (68% containment) at 100 MeV

TABLE I: LAT data and components: 10◦ ≤ |b| ≤ 20◦.

Energy a LATbe Modelbcd UIBbef Sourcebe

100–158 59.8 ± 0.3 26.0 11.0 6.4 8.6 21.0 ± 0.1 7.4 ± 0.4
158–251 65.0 ± 0.3 33.5 18.2 7.3 8.0 20.5 ± 0.1 5.4 ± 0.1
251–398 67.1 ± 0.3 38.2 23.2 7.6 7.4 18.7 ± 0.1 4.7 ± 0.1
398–631 64.5 ± 0.3 38.9 25.3 7.0 6.6 15.4 ± 0.1 3.8 ± 0.1
631–1000 60.8 ± 0.3 37.3 25.7 5.7 5.9 12.9 ± 0.1 3.2 ± 0.1
1000–1585 55.1 ± 0.4 32.8 23.3 4.4 5.1 11.6 ± 0.1 3.0 ± 0.1
1585–2512 46.3 ± 0.4 26.5 19.0 3.1 4.4 10.7 ± 0.1 2.7 ± 0.1
2512–3981 37.0 ± 0.5 20.2 14.4 2.0 3.8 9.2 ± 0.1 2.3 ± 0.1
3981–6310 29.9 ± 0.5 14.9 10.5 1.2 3.2 8.5 ± 0.1 1.9 ± 0.1
6310–10000 20.7 ± 0.5 10.9 7.5 0.7 2.7 6.8 ± 0.1 1.5 ± 0.1

aMeV
bE2

γJ(Eγ) (10−4 MeV cm−2 s−1 sr−1) evaluated at the mid-bin
energy.
cTotal/π0-decay/bremsstrahlung/inverse Compton.
dThe GALPROP galdef ID for this model is 54 5gXvarh7S which

is available at the website http://galprop.stanford.edu.
eStatistical errors only.
fUnidentified background.

for γ-ray conversions in the front section of the LAT, and
the sources are less well-localised spatially. In addition,
the sky maps are well populated even at high latitudes
and display spatial structure. The PSF broadening of the
sources provides spatial structure and because the DGE
model is fixed, more intensity is assigned to the source
component to compensate in the fit. These effects lead
to the systematic error in the source component being
relatively larger than the isotropic at low energies and
vice versa at high energies. Note, this applies for the
high-latitude region from where the UIB component is
derived, and also for the mid-latitude range for which
we show the combined contribution by sources in Fig. 2.
Because the uncertainties in the source and UIB compo-
nents are not independent we have conservatively added
their systematic uncertainties for the total intensity band
shown in Fig. 2.

The UIB component comprises the true extragalactic
diffuse γ-ray emission, emission from unresolved Galac-
tic and extragalactic sources, and residual particle back-
grounds (CRs that pass the γ-ray classification analysis
and γ-rays produced by CR interactions in the passive
material outside the ACD) in the LAT data. In addi-
tion, other relevant foreground components that are not
completely modelled, such as emission from the solar disk
and extended emission [22] and other potentially relevant
“diffuse” sources [23] are included. Hence, the UIB com-
ponent does not constitute a measurement of the extra-
galactic diffuse emission. Furthermore, comparison with
the EGRET estimate of the extragalactic diffuse emis-
sion [24] is problematic due to the different DGE models
used and analysis details that are beyond the scope of
the current paper and will be addressed in a subsequent
publication [25].

Discussion: The intensity scales of the LAT and

Neutral Pion Decay
Kirk T. McDonald

Joseph Henry Laboratories, Princeton University, Princeton, NJ 08544
(September 15, 1976)

1 Problem

Consider the decay of the neutral π meson of (total) energy Eπ to two photons, π0 → γγ.

1. If the two photons are observed in the laboratory with energies E1 and E2 and angle
α between them, what is their invariant mass?

2. If the decay of the π0 is isotropic in its rest frame, what is the laboratory distribution
dN/dEγ of the energies of the decay photons?

3. What is the minimum opening angle, αmin, between the two photons in the lab frame?

4. What is the distribution dN/dα of the opening angle between the two photons in the
lab frame?

5. If the two photons are detected at positions x1 and x2 in a plane perpendicular to the
direction of the π0 at a distance D, what is the projected impact point x of the π0 had
it not decayed? You may assume that |x1 − x2| # D, which is true for most, but not
quite all, decays if Eπ/mπ $ 1.

6. What is the maximum laboratory angle θmax between the direction of a photon from
π0 decay and the direction of the π0, supposing the photon is observed to have energy
Eγ $ mπ?

7. Suppose π0’s are produced in some scattering process with distribution Nπ(Eπ, θπ),
where angle θπ is measured with respect to the beam direction. That is, Nπ(Eπ, θπ) dEπ dΩπ

is the number of π0’s in energy interval dEπ centered about energy Eπ that point to-
wards solid angle dΩπ centered about angles (θπ, φπ). A detector is placed at angle θ
to the beam and records the energy spectrum Nγ(Eγ, θ) of the photons that strike it.
Show that the π0 spectrum can be related to the photon spectrum by

Nπ(Eπ, θ) = −Eπ

2

dNγ(Eγ = Eπ, θ)

dEγ
, (1)

if Eπ $ mπ.

2 Solution

1. Since a (real) photon has no mass, its energy and momentum are the same: Eγ = Pγ .

1

Fermi collaboration, PRL 2009

Diffuse Galactic Emission



‣Expected steep central profile and close 
proximity

‣Source confusion: near or along the line of 
sight to the GC 

‣Diffuse emission modeling: challenge to 
model 

Search for DM in the GC

Preliminary analysis of a 7o x7o region 
centered at the GC: 

! Analysis of 11 months of data with energy  
>400 MeV, front-converting events

! Model: galactic diffuse (GALPROP) and 
isotropic emission. Point sources in the region 
(from Fermi 1 year catalog)

! Model generally reproduces data well within 
uncertainties. The model somewhat under-
predicts the data in the few GeV range 
(spatial residuals under investigation)             

black: data (stat error)
red: diffuse emission
other: sources in ROI

PRELIMINARY

blue band: 
sys uncertainty  on effective area

Search for DM in the GC

Preliminary analysis of a 7o x7o region 
centered at the GC: 

! Analysis of 11 months of data with energy  
>400 MeV, front-converting events

! Model: galactic diffuse (GALPROP) and 
isotropic emission. Point sources in the region 
(from Fermi 1 year catalog)

! Model generally reproduces data well within 
uncertainties. The model somewhat under-
predicts the data in the few GeV range 
(spatial residuals under investigation)             

black: data (stat error)
red: diffuse emission
other: sources in ROI

PRELIMINARY

blue band: 
sys uncertainty  on effective area

Vitale & Morselli, 
Fermi collaboration 

arXiv:09123828

Search for DM in the GC



‣Dark Matter annihilates to gamma-X

‣Neutralino branching ratios in the range 
10-3 -- 10-5

‣ Dark Matter Models with enhanced lines 
emission may be visible to Fermi (e.g. 
Gustafsson et al. PRL 2007) 

‣Photons from radiative corrections may 
also give significant high energy photons 

‣Decay of gravitinos also may give visible 
lines (Ibarra and Tran, 2007)

ΩX ∝ 1
〈σv〉 ∼

m2
W

g4
W

(1)

√
αW ∝ gW

L ⊃ αs
qχ̄χq̄q + αV

q χ̄γµχq̄γµq (2)

L ⊃ αA
q (χ̄γµγ5χ) (q̄γµγ5q) (3)

L ⊃ αA
q εµνρσ (Bρ) (4)

dσ

dER
=

mN

2µ2
Nv2

[
σSI
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FIG. 1: The total differential photon distribution from anni-
hilations of an inert Higgs dark matter particle (solid line).
Shown separately are the contributions from H0H0

→ bb̄
(dashed line), τ+τ− (dash-dotted line) and Zγ (dotted line).
This is for the benchmark model I in Table I.

detection, boost factors of such magnitudes are not nec-
essary. For H0 masses closer to the W threshold the γγ
annihilation rates become even higher and in addition
Zγ production becomes important. In fact, these signals
would potentially be visible even without any boost at all
(especially if the background is low, as might be the case
if the EGRET signal is an galactic off-center source as
indicated in [22]). Also shown in Fig. 2 is the data from
the currently operating air Cherenkov telescope HESS
[23]. One may notice that future air Cherenkov tele-
scopes with lower energy thresholds will cover all of the
interesting region for this dark matter candidate.

Finally, we have made a systematic parameter scan
for mh = 500 GeV, calculating the cross section into
gamma lines. The previously mentioned constraints al-
low us to scan the full parameter space for dark matter
masses below the W threshold of 80 GeV. The depen-
dence on mH± and λ2 is small, and we set these equal to
mH0 +120 GeV (to fulfill precision tests) and 0.1, respec-
tively. Importantly, one notes that the right relic density
is obtained with a significant amount of early Universe
coannihilations with the inert A0 particle. The resulting
annihilation rates into γγ and Zγ are shown in Fig. 3.
The lower and upper mH0 mass bounds come from the
accelerator constraints and the effect on the relic density
by the opening of the W+W− annihilation channel, re-
spectively. For comparison, we show in the same figure

TABLE I: IDM benchmark models. (In units of GeV.)

Model mh mH0 mA0 mH± µ2 λ2×1 GeV

I 500 70 76 190 120 0.1

II 500 50 58.5 170 120 0.1

III 200 70 80 120 125 0.1

IV 120 70 80 120 95 0.1
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FIG. 2: Predicted gamma-ray spectra from the inert Higgs
benchmark models I and II as seen by GLAST (solid lines).
The predicted gamma flux is from a ∆Ω = 10−3 sr region
around the direction of the galactic center assuming an NFW
halo profile (with boost factors as indicated in the figure) and
convolved with a 7 % Gaussian energy resolution. The boxes
show EGRET data (which set an upper limit for the contin-
uum signal) and the thick line HESS data in the same sky di-
rection. The GLAST sensitivity (dotted line) is here defined
as 10 detected events within an effective exposure of 1 m2yr
within a relative energy range of ±7 %.

the corresponding annihilation rates for the neutralino
(χ) within the minimal supersymmetric standard model.
The stronger line signal and smaller spread in the pre-
dicted IDM flux are caused by the allowed unsuppressed
coupling to W pairs that appear in contributing Feynman
loop diagrams.

Summary and Conclusions.— In this Letter, we have
investigated the gamma-ray spectrum from the annihi-
lation of the inert Higgs dark matter candidate H0. In
particular, we have focused on its striking gamma lines
which arise at the one-loop level and produce an excep-
tionally clear dark matter signal.

The gamma line signals are particularly strong for this
scalar dark matter model mainly for two reasons: (1) The
dark matter mass is just below the kinematic threshold
for W production in the zero velocity limit. (2) The
dark matter candidate almost decouples from fermions
(i.e., couples only via standard model Higgs exchange),
while still having ordinary gauge couplings to the gauge
bosons. In fact, these two properties could define a more

TABLE II: IDM benchmark model results.

Model vσv→0
tot Branching ratios [%]: ΩCDMh2

[cm3s−1] γγ Zγ bb̄ cc̄ τ+τ−

I 1.6 × 10−28 36 33 26 2 3 0.10

II 8.2 × 10−29 29 0.6 60 4 7 0.10

III 8.7 × 10−27 2 2 81 5 9 0.12

IV 1.9 × 10−26 0.04 0.1 85 5 10 0.11
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In the last part of this section, let us briefly describe
how we implemented IB from the various possible final
states of neutralino annihilations in DarkSUSY. The total
gamma-ray spectrum is given by

dNγ,tot

dx
=

∑

f

Bf

(
dNγ,sec

f

dx
+

dNγ,IB
f

dx
+

dNγ,line

f

dx

)

,

(10)
where Bf denotes the branching ratio into the annihi-
lation channel f . The last term in the above equation
gives the contribution from the direct annihilation into
photons, γγ or Zγ, which result in a sharp line feature
[27]. The first term encodes the contribution from sec-
ondary photons, produced in the further decay and frag-
mentation of the annihilation products, mainly through
the decay of neutral pions. This “standard” part of the
total gamma-ray yield from dark matter annihilations
shows a feature-less spectrum with a rather soft cutoff
at Eγ = mχ. In DarkSUSY, these contributions are in-
cluded by using the Monte Carlo code PYTHIA [28] to
simulate the decay of a hypothetical particle with mass
2mχ and user-specified branching ratios Bf . In this way,
also FSR associated to this decay is automatically in-
cluded (the main contribution here comes from photons
directly radiated off the external legs, but also photons
radiated from other particles in the decay cascade are
taken into account). On the other hand, IB from the
decay of such a hypothetical particle cannot in general
be expected to show the same characteristics as IB from
the actual annihilation of two neutralinos. In particular,
and as discussed in length at the beginning of this Sec-
tion, we expect important VIB contributions in the latter
case – while in the first case there are simply no virtual
particles that could radiate photons. We therefore calcu-
late analytically the IB associated to the decay (i.e. FSR
from the final legs) and subtract it from dNγ,sec

f /dx as

obtained with PYTHIA; for dNγ,IB
f /dx, we then take the

full IB contribution from the actual annihilation process
as described before. Hence, this procedure leaves us with
corrected PYTHIA results without FSR on the external
legs and our analytical calculation of IB (including FSR
and VIB) that we add to this. 1

Let us conclude this section by showing in Fig. 2 four

1 We would like to stress that this prescription is fully consistent
since both the original and the corrected IB versions are gauge-
invariant separately. Strictly speaking, however, we have only
corrected for photons originating directly from the external states
and not for those radiated from particles that appear later in the
decay cascade. On the other hand, one would of course expect
that modifying the energy distribution of the charged particles
corresponding to these external legs also affects the further de-
cay cascade. Note, however, that the resulting change in the
photon spectrum is a second order effect; more important, for
kinematical reasons it does not affect photons at energies close
to mχ – which, as we shall see, are the most relevant. Finally, we
observe that our subtraction procedure has only a minor effect
on the photon spectrum obtained by PYTHIA and no practical
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FIG. 2: From top to bottom, the gamma-ray spectra for the
benchmark models defined in Tab. I is shown. The contribu-
tions from IB and secondary photons is indicated separately
(in these figures, the line signal is not included).

Lines from Galaxy: Theory



‣Limits obtained in the energy range 
30-200 GeV

‣ Search region b > 10 degrees and a 
region right around the GC 

‣ 11 months of data

‣Obtained cross section upper limits of 
order 10-27 cm3 s-1 

4

FIG. 1: A binned representation of a typical fit (done un-
binned), here centered at 40 GeV, used to extract the flux
upper limits presented in the tables. The fitting process is
described in the text. In the main part of the figure, the
lower (upper) dotted line is the signal (background) from the
fit and the red(or black) line is the total fit. This fit also shows
the largest line ”signal” that was obtained in the reported en-
ergy region. The inset shows a blow-up of the signal, which is
the line energy response function, S(E), used in this fit, and
is typical of line shapes for 20-300 GeV.

parameters f and Γ are free and represent the signal frac-
tion and the index of the power-law function,B (Ei,Γ),
used to model the background. We require f ≥ 0 in the
fit. The function S (Ei) models the signal shape, i.e., the
LAT response for a line feature in energy averaged over
the acceptance of the LAT. The confidence intervals are
determined using the profile likelihood method (MINOS
within MINUIT)[27], which provides two sided confi-
dence intervals. The properties of this statistical method
(coverage and power) have been thoroughly tested. At
100 GeV, for example, the coverage is close to nominal
for a range of true signal fractions from 0 to 50%, and
the power reaches 100% for signal fractions of about 10%.
The method overcovers slightly due to the physical con-
straint on the signal fraction, f .
Results & Discussion: Table I shows flux limits as a

function of photon energy that can be translated into
bounds on the annihilation cross-section or decay life-
time assuming a specific halo dark matter density pro-
file, ρ("r). The monochromatic gamma-ray flux from dark
matter annihilating into γX with a cross-section 〈σv〉 is

Φ = Nγ

8π
〈σv〉
m2

χ
L, where Nγ = 2 for X = γ and Nγ = 1

otherwise. Here,

L =

∫

db

∫

d%

∫

ds cos b ρ2("r), (1)

where the integral is over the ROI, r = (s2 + R2
# −

2sR# cos % cos b)1/2, and R# % 8.5 kpc is the distance
from the sun to the GC [28]. For decays, the flux is
given by substituting in the equation for Φ, 〈σv〉/2m2

χ →

1/τmχ, where τ is the DM lifetime, and ρ2 → ρ in Eq. (1)
for L.
We consider three theoretically-motivated halo pro-

files: the NFW profile, ρNFW(r) = ρs/[(r/rs)(1 + r/rs)2]
with rs = 20 kpc [29], the Einasto profile, ρEinasto(r) =
ρs exp{−(2/α)[(r/rs)α − 1]} with rs = 20 kpc and α =
0.17 [30, 31], and the very shallow isothermal profile
ρisothermal(r) = ρs/(1+(r/rs)2) with rs = 5 kpc [32]. We
determine ρs using ρ(R#) = 0.4 GeV cm−3 [33]. Taking
the mass of the Milky-Way halo to be ∼ 1.2 × 1012M#

(see e.g. [34, 35]), we determine maximum values for r
of ∼ 150 kpc for the Einasto and NFW profiles, and
∼ 100 kpc for the isothermal profile.
Table I shows the cross-section and lifetime limits for

the above profiles. We verified that there is only a minor
dependence of the flux upper limits when changing the
lower bound of |b| in the range 8◦ < |b| < 15◦, leaving the
GC region fixed. The cross-section limits are sensitive to
the halo profile. For the ROI used here, DM annihilation
has a value of L (Eq. (1)) for the Einasto profile that is
40% larger than for the NFW profile, while for DM decays
the L values are almost the same. This sensitivity is
greater for cuspier profiles than those discussed here. For
example the Moore density profile [36] gives a factor of
∼ 6 stronger limits than the Einasto profile, using lower
bounds on % and b for the Moore profile integration that
correspond to a distance of 10−3 pc from the Galactic
center.
The limits on 〈σv〉γγ (〈σv〉γZ) shown in Table I are

about one or more orders of magnitude weaker than
the cross-sections expected for a typical thermal WIMP.
However, there are several models in the literature that
predict larger cross-sections and are constrained by these
results. A WIMP produced non-thermally may have a
much larger annihilation cross-section than a thermally
produced WIMP and still produce the required DM relic
density. An example is the “Wino LSP” model [19] that
explains the recent positron measurement by PAMELA
[37], and predicts 〈σv〉γZ % 1.4 × 10−26 cm3 s−1 at
Eγ ∼ 170 GeV. Our results disfavor this model by about
a factor of ∼ 2 − 5, depending on the dark matter halo
profile (see Table I). Other models that are partially
constrained include [38], while models that are only con-
strained assuming a much cuspier profile include [39, 40].
Dark matter decays into γX are ruled out for lifetimes

below ∼ 1029s, a limit that is largely independent of the
dark matter halo profile. This constrains, for example,
a subset of the lifetime range of interest for gravitinos
decaying into mono-energetic photons [18].
Acknowledgements: We thank Louis Lyons for very

useful discussions. The Fermi LAT Collaboration ac-
knowledges generous ongoing support from a number of
agencies and institutes that have supported both the
development and the operation of the LAT as well as
scientific data analysis. These include the National
Aeronautics and Space Administration and the Depart-

Phys.Rev.Lett.104:091302,2010

3

with non-thermal WIMP production [19].
LAT Data Selection and Analysis: The LAT is a pair-

conversion telescope that combines silicon-strip/tungsten
trackers and hodoscopic CsI(Tl) calorimeters into a 4x4
array of 16 identical modules. The tracker is covered by
a segmented anti-coincidence detector (ACD). Including
the tracker, the LAT presents 10 radiation lengths for
normal incidence. The depth, segmentation, and wide
field of view of the LAT enable its high-energy reach.
Separation of the very large charged cosmic-ray back-
ground from γ-rays is achieved via the combination of
the data acquisition trigger, on-board event software fil-
ter system, and extensive ground processing of the data.
Details of the LAT, and the data analysis are given in
[20]. An account of how the LAT is calibrated on orbit
is presented in [21]. The LAT nominally operates in a
scanning mode that covers the whole sky every two or-
bits (∼ 3 hours). The analysis described here uses data
taken in this scanning mode from Aug 7, 2008, to July 21,
2009, corresponding to an average exposure of 3.3× 1010

cm2s.
Events are selected for this analysis only if they pass

additional cuts to the Pass6V3 diffuse class cuts, i.e., the
cleanest photon sample in the currently public Fermi data
release [20, 22]. These additional cuts are: a) a small av-
erage charge deposited in the tracker planes (veto against
heavy ions); b) a transverse shower size in the calorimeter
within a size range expected for electromagnetic show-
ers (veto against hadronic showers and minimum ioniz-
ing particles). Cuts a) and b) dramatically reduce the
charged particle background at the loss of some effective
area, yielding a γ-ray efficiency > 90% relative to that
of Pass6V3 diffuse class. These cuts remove charged par-
ticle backgrounds that would worsen our upper limits,
and that can even yield structures that might be inter-
preted as γ-ray lines. These cuts are a subset of those
used in the LAT Measurements of the Isotropic Diffuse
Gamma-Ray Emission[23].
In addition, we use only one of the three energy mea-

surement methods from the LAT standard analysis. The
method used is the LAT profile method [20], in order
to not introduce energy dependent artifacts that arise
from switching between methods over the energy range
discussed here. In the profile method, the energy is ob-
tained from a fit to the longitudinal shower profile while
considering the transverse profile. The exclusive use of
the profile energy method led to no additional reduction
in efficiency. The instrument response functions (IRFs)
are recalculated for this data selection and for the use of
the profile method.
The resulting energy resolution averaged over the LAT

acceptance is 11% FWHM for 20-100 GeV, increasing to
13% FWHM for 150-200 GeV. The photon angular reso-
lution is less than 0.1◦ over the energy range of interest
(68% containment). The absolute calibration and energy
resolution of the LAT was determined by comparing with

e− beam test data, taken at CERN in a secondary e−

beam with energies up to 300 GeV using a special cali-
bration unit made up of flight spare towers and ACD tiles
(not the LAT itself) [24]. The energy resolution measured
in the beam tests is in agreement with the predictions
from the Monte Carlo simulator based on GEANT4 that
was used to define the IRFs (GLEAM [20]). Also, the
systematic error on the absolute energy of the LAT was
determined to be −10 + 5% for 20-300 GeV.
The systematic uncertainties for the exposure over this

energy range are ±20% based on the extrapolation of
studies comparing the efficiencies of analysis cuts for data
and simulation of observations of Vela [25]. The Vela
studies cut off at 10 GeV, and measurements of the sys-
tematic errors above 10 GeV will be made when sufficient
statistics are available from high-energy sources. Thus,
the exposure systematic errors above 10 GeV that we
quote for this study have not been fully validated. We
believe that any reasonably projected uncertainty would
not have a significant impact on the interpretation of the
limits presented here.
In our search for lines we use a region of interest (ROI)

that covers most of the sky: an all-sky ROI with the
Galactic plane removed (i.e., |b| > 10◦ as the Galactic
plane is very bright in photons from gas interactions)
plus a 20◦ × 20◦ square centered on the Galactic center
(GC) and aligned on the (", b) grid of the Galactic coor-
dinate system (Galactic coordinates in degrees are used
in this paper). Though increasing the photon flux lim-
its averaged over the reported energy range by less than
10%, including the GC gives significantly better theoret-
ical line limits. For the highly point source rich region
within 1◦ of the GC, no point source removal was done
as this would have removed the GC. For the remaining
part of the ROI, point sources obtained from the year-1
catalog under development by the LAT team [26] were
masked from the analysis using a circle of radius 0.2◦

centered on the measured point source position (conser-
vative, considering the angular resolution above 20 GeV).
This last cut removes about 0.4% of the solid angle and
about 5% of the total photons.
In searching for deviations from a locally-determined

background, we use a sliding energy window with the
window size adjusted to reflect the energy resolution.
This results in limits for 30 < Eγ < 200 GeV us-
ing data in the range 20 < Eγ < 300 GeV. The re-
sponse of the LAT to a line feature in energy were de-
termined from full detector simulations (GLEAM [20]).
Fig. 1 shows a binned representation of the fit and a
close-up of the LAT line response function at 40 GeV.
This fit also shows the largest line ”signal” that was ob-
tained in the reported energy region. We use an un-
binned likelihood method, with the likelihood function

L
(

Ē|f,Γ
)

=
ntot
∏

i=0

f · S (Ei) + (1− f) · B (Ei,Γ). Here,

Ei denotes the measured energy of the ith photon. The

Fermi Constraints on Lines from Galaxy
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Satellite Year Discovered
LMC 1519
SMC 1519

Sculptor 1937
Fornax 1938
Leo II 1950
Leo I 1950

Ursa Minor 1954
Draco 1954
Carina 1977
Sextans 1990

Sagittarius 1994
Ursa Major I 2005

Willman 1 2005
Ursa Major II 2006

Bootes I 2006
Canes Venatici I 2006
Canes Venatici II 2006
Coma Berenices 2006

Segue 1 2006
Leo IV 2006

Hercules 2006
Bootes II 2007

Leo V 2008
Segue 2 2009

Milky Way dwarf spheroidals 



dwarf spheroidals (dSph)
‣ Nearest galaxies to the Milky Way

‣ Most dark matter dominated objects known

‣ Dark matter distributions constrained from stellar kinematical data 

‣ Not rotation and mildly elliptical-- dark matter distributions not as complicated 
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Dark Matter distribution of dSphs

7

FIG. 2: The allowed region in the ρs − rs plane for the six dSphs after marginalizing over the stellar velocity dispersion
anisotropy parameter β. Solid lines correspond to contours with Vmax of 5, 10, 20, 40, 80, 150 km s−1. Long-dashed lines
represent the ρs − rs relation as derived from the field halo relation, and the 2-σ scatter above the median concentration vs.
mass relation. Dot-dashed lines represent the ρs − rs relation as derived from the tidally-stripped halo relation, and the 2-σ
scatter below the median concentration vs. mass relation.

not well-defined, in all of the cases the data does approx-
imately fix the density at the mean radii r! of the stellar
distribution [69]. Calculating the total mass of the dark
matter within this characteristic radius, for all galaxies
the minimum implied dark matter mass ∼ 107M!, which
occurs for the lowest implied values of ρs−rs in each case.
This is at least an order of magnitude greater than the
contribution to the total mass in stars in all cases.

Over-plotted in Fig. 2 are lines of constant Vmax in
the ρs − rs plane. Phrasing the dark matter halo prop-
erties in terms of Vmax allows for a direct comparison
to CDM models, which provide predictions for the cu-
mulative number distribution of halos at a given Vmax.
Although the high Vmax solutions are plausible by consid-
ering the data alone, comparison to CDM models show
that it is improbable that all of these halos have Vmax

in the high end of the allowed regime [40, 70, 71, 72]
(although this solution may be viable for some smaller
fraction [73]). Typical CDM halos have ∼ 1 system as
large as ∼ 60 km s−1.

Dashed and dash-dotted lines in Fig. 2 enclose the
predicted ρs-rs relation (including scatter) for cold dark
matter halos as determined from numerical simulations.
In order to provide a conservative range for the CDM ex-
pectation, the upper (long-dashed) lines are obtained us-

ing the relation that is 2-σ above the median for field ha-
los in ΛCDM [38] and the lower (dash-dotted) lines show
the relation implied by the the tidally-stripped Vmax-rmax

relation with a 2-σ scatter below the median c(M) rela-
tion [52, 53]. We consider both the field and stripped
relation because the degree of tidal stripping experienced
by each dSph is uncertain, depending sensitively on the
precise orbital information and/or redshift of accretion,
two quantities that set the amount of tidal mass loss [40].
The region where the CDM predictions cross with the
observationally-allowed values of ρs and rs in Fig. 2 de-
fines a preferred model for the structure of these dark
matter halos within the context of CDM.

IV. FLUXES FROM DWARF SPHEROIDAL
GALAXIES

A. Smooth Halo

The flux of γ-rays originating from the annihilation
of dark matter particles is sensitive to ρ2

sr
3
s (recall that

L ∼ ρ2
sr

3
s , see also Eq. (6)). Even though ρs and rs indi-

vidually can vary by orders of magnitude and still satisfy
the observed velocity dispersion profile (see Fig. 2), the

4

dSph Mass < 100 pc [106 M!] Vmax [km s−1]

Ursa Major II 3.1+5.6
−1.8 23+69

−10

Coma Berenices 1.9+2.1
−1.0 19+53

−9

Willman 1 1.3+1.5
−0.8 27−15

Ursa Minor 2.3+1.9
−1.2 30+12

−16

TABLE II: The masses within 100 pc and the maximum cir-
cular velocities of the Milky Way satellites we study. Error
bars indicate the 90% c.l. regions. No upper limit could be
obtained for the maximum circular velocity of Willman 1.

P (Vmax, rmax). This prior distribution is determined by
the Vmax-rmax relation from CDM simulations.

In order to determine P (Vmax, rmax), we need both its
mean relation and its halo-to-halo scatter. For dark sub-
halos that have been strongly affected by tidal interac-
tions, the Vmax − rmax relation is strongly dependent on
the nature of the potential of the host system, as these
systems undergo varying amounts of mass loss as they
evolve within the host halo. For example, Bullock and
Johnston [35] have embedded a disk potential in a MW
size host halo, and found that the Vmax − rmax relation
of subhalos takes the form log(rmax) = 1.35[log(Vmax) −
1] − 0.196. We obtain a similar slope by examining the
subhalos in the dark matter-only Via Lactea simulation
of MW substructure [24], however differences in the as-
sumed cosmological parameters, and the absence of a disk
potential in Via Lactea, translate into differences in the
normalization of the Vmax−rmax relation. For Via Lactea
subhalos, we find the normalization is reduced by ∼ 30%,
which implies reduced halo concentrations (larger rmax

for fixed Vmax).
We model the scatter in Vmax as a log-normal distribu-

tion, with σlog Vmax
# 0.20. This provides a conservative

estimate for the scatter in Vmax as a function of rmax

for nearly the entire range of the subhalo mass function.
At the extremely high end of the subhalo mass function
(Vmax

>∼ 20 kms−1), the scatter increases because in this
range it is dominated by a small number of very massive
systems that have been accreted into the host halo very
recently. This increase in the scatter is simply because
Via Lactea is only one realization of a substructure pop-
ulation in a MW halo. We find that by excluding the
extreme outliers in the Via Lactea mass function, the
scatter is similar to the low mass regime. This is a sim-
ilar result to those obtained in semi-analytic models of
many realizations of the subhalo population [36, 37].

IV. RESULTS

A. Flux estimates for smooth dark matter
distributions

We now quantify the prospects for detecting γ-rays
from dark matter annihilation in the three new dSphs.

FIG. 1: The 90% confidence level region in the ρs − rs (top)
ρ2

s
r3

s
−ρs (bottom) parameter space for Coma , Ursa Major II,

Willman 1, and Ursa Minor. We marginalize over the velocity
anisotropy and have assumed an inner slope of γ = 1. The
best-fit values are indicated with points.

We first assume that the dark matter is distributed
smoothly, and we discuss the implications of a boost fac-
tor due to substructure in the next subsection. We use
observations of these galaxies from the following refer-
ences: Ursa Major II and Coma [10], Willman 1 [38].
For these galaxies we have individual stellar velocities,
so we use the likelihood function in Eq. (6). To make a
connection to previous studies of dSphs, we compare the
fluxes for these new dSphs to the flux from Ursa Minor,
which is at a distance D = 66 kpc, and has a luminosity
of L = 2.9 × 105 L". Ursa Minor has the largest flux of
any of the well-known dwarfs [20]. We describe the stel-
lar distribution of Ursa Minor with a King profile, with
rK = 0.30 kpc and rcut = 1.50 kpc [39]. For Ursa Minor
we use the measured velocity dispersion from a sample of
187 stars distributed evenly in 11 bins [39], and we use
the likelihood function in Eq. (7).

In the top panel of Fig. (1), we show the 90% c.l. region
in the ρs − rs plane for each galaxy, where the best-fit
values are denoted by points. Here we use the Vmax−rmax

prior from section III, and we take the inner slope of the
dark matter halo profile to be γ = 1. In the bottom
panel of Fig. (1) we show the 90% confidence level region
in the ρ2

sr
3
s − ρs plane. As seen in Fig. (1), the range of

values that ρ2
sr

3
s can take in each dSph is reduced with

the inclusion of more stars (e.g. Ursa Minor vs any one
of the other three dSphs).

The constrained regions in Fig. (1) can be used to de-
termine the masses, maximum circular velocities, and γ-
ray flux probability distributions for each galaxy. In Ta-

Strigari et al. 2007, 2008
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Fig. 3.— mSUGRA (upper left), MSSM (upper right), Kaluza-Klein UED (lower left) and Anomaly me-

diated (lower right) models in the (mwimp,< σv >) plane. All mSUGRA and MSSM plotted models are

consistent with all accelerator constraints and red points have a neutralino thermal relic abundance corre-

sponding to the inferred cosmological dark matter density (blue points have a lower thermal relic density,

and we assume that neutralinos still comprise all of the darkmatter in virtue of additional non-thermal pro-

duction processes). The lines indicate the Fermi 95% upper limits obtained from likelihood analysis on the

selected dwarfs given in Table 4.

‣Consider a 10 degree ROI around each dSph

‣Assume a power law fit to the flux from a 
dSph

‣Normalizations consistent with zero-- no 
fluxes yet detected from dSphs
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Figure 4. Constraints on the annihilation cross section for a µ+µ− final state based on the 95% confidence limits on the γ -ray flux compared to dark matter annihilation
models which fit well either the PAMELA (Adriani et al. 2009) or Fermi e+ + e− measurements (Abdo et al. 2009). The left panel shows the constraints considering
γ -ray emission from final state radiation only. The right panel shows the constraints for the Ursa Minor dwarf including both γ -ray emission from IC scattering and
final state radiation. Here we consider two different diffusion coefficients, and show the effect of the uncertainties in the Ursa Minor density profile.

thermal production while blue points would have a lower
thermal relic density. For the blue points, we assume that the
production mechanism is non-thermal in order to produce the
observed universal matter density, and we therefore do not
rescale the neutralino density by the factor (Ωthermal/ΩDM)2,
which would result assuming exclusive thermal production. This
is very natural in the context of several string-theory motivated
frameworks, where moduli generically decay into both Standard
Model particles and their supersymmetric partners, which in
turn eventually decay into the lightest neutralinos Moroi &
Randall (2000). Topological objects such as Q-balls can also
decay and produce neutralinos out of equilibrium, as envisioned
e.g., by Fujii & Hamaguchi (2002) and Fujii & Ibe (2004).
Another possible scenario is one where the expansion history of
the universe is more rapid than in a radiation-dominated setup,
for instance because of a dynamical “quintessence” field in a
kinetic-dominated phase (Salati 2003; Profumo & Ullio 2003).

Figure 3 clearly shows that, after less than a year of Fermi data
survey, the upper limits on the γ -ray flux from dSphs are already
starting to be competitive for MSSM models, provided that these
models correspond to low thermal relic density. Draco and Ursa
Minor dSphs set the best limits so far. Pending more data, they
may also start to constrain mSUGRA models with low thermal
relic density as well. Furthermore, these flux upper limits already
disfavor AMSB models with masses <300 GeV. Interestingly,
our results strongly constrain the models considered in Kane
et al. (2009), invoking a 200 GeV mass wino.

3.3. Comparison to Dark Matter Models Proposed to Fit the
PAMELA and Fermi e+e− Data

The recent detection by the PAMELA experiment of a
positron fraction that increases with energy above 10 GeV
(Adriani et al. 2009) and the possibility that dark matter
annihilation in the Galaxy could produce this “positron excess”
(among more mundane explanations such as pulsars) have
spurred great interest in the particle physics community. The
pair annihilation of galactic WIMP dark matter can, in principle,
produce an anomalous excess in the positron fraction at energies
between a few GeV and ∼100 GeV. The spectrum of high-
energy e+ + e−, although compatible with a purely canonical

cosmic-ray origin (Abdo et al. 2009; Grasso et al. 2009), can
also accommodate an additional component due to galactic dark
matter annihilation.

A dark matter annihilation interpretation of the positron
excess implies preferentially a leptonic final state, to avoid the
overproduction of antiprotons. This is very hard to achieve in
the minimal supersymmetric extension of the Standard Model
(see however Kane et al. 2009, for the case of AMSB, which we
will not consider further here). In addition, the spectral shape
of high-energy e+e− points toward rather large masses, and the
level of the needed local positron flux indicates either a very
large pair-annihilation rate, or a strong enhancement in the local
dark matter density. Using a canonical primary electron injection
spectrum, the analysis of Bergström et al. (2009) further
indicates that a preferred annihilation final state is µ+µ−, or the
somewhat softer (in the produced e+e− spectrum) but essentially
very similar four body µ+µ−µ+µ− final state. Theoretical
arguments that could explain this peculiar annihilation final
state, possibly involving mechanisms to enhance the low-
velocity annihilation rate, have been proposed (Arkani-Hamed
et al. 2009; Nomura & Thaler 2009). With standard assumptions
on the dark matter density profile, and assuming a µ+µ− final
state, the regions in the pair-annihilation cross section versus
mass plane preferred by the Fermi-LAT e+e− data are shown
in orange in Figure 4, while those favored by the PAMELA
positron fraction data are highlighted in light blue (for details
on the computation of these regions see Profumo & Jeltema
2009).

In a pair-annihilation event producing a µ+µ− pair, γ rays
result from both the internal bremsstrahlung of the muons (final
state radiation), with the well-known hard power-law spectrum
dnγ /dEγ ∼ E−1

γ , and from the IC up-scattering of cosmic
microwave background (CMB) light by the e+e− resulting from
muon decay. The dark matter interpretation of the “cosmic-ray
lepton anomalies” implies significant γ -ray emission from a
variety of sources; predictions and constraints on these models
have been discussed extensively in the recent literature (see e.g.,
Profumo & Jeltema 2009, for a discussion of the constraints from
the expected IC emission from annihilation at all redshifts and
in all halos).
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Figure 8: Different emission components. The top left panel shows an all-sky map of the main halo’s diffuse emission (averaged for different observer positions

and over azimuth), while the top right panel shows the emission from all resolved subhalos, from a random position on the Solar circle. The luminosities assigned to

each subhalo include their contribution for all unresolved (sub-)substructure. For simplicity and for better graphical reproduction they have been represented as point

sources that were smoothed with a Gaussian beam of 40arcmin. The bottom left panel gives the expected surface brightness from all unresolved subhalos down to the

free streaming limit, assuming a spherically symmetric halo. This is a very smooth component over the sky that dominates the total flux (its integrated flux is nearly

1.9 times the integrated flux from the main halo). Finally, the bottom right panel shows the total surface brightness from all components together. All maps show the

surface brightness in units of the main halo’s diffuse emission, and use the same mapping to color scale, except for the map of the resolved substructures, where the

scale extends to considerably fainter surface brightness.
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Search for dark subhalos

‣ Idea: Search for objects that only shine because of dark matter 
annihilation

‣ Some satellites could be within a few kpc of the Sun, and their 
extension may be resolved by the LAT

‣ Search criteria:

‣ More than 20 degrees from Galactic plane

‣ No counterpart at other wavelengths

‣ Emission constant in time

‣ Spatially extended: 1 degree radial extension



Detectable subhalos

Anderson et al., arXiv:1006.1628 
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(a) DM Host Halo (b) DM Host Halo + DM Diffuse

(c) Galactic + Extragalactic (d) Resolved Subhalos

Fig. 2.—: All-sky log(counts) maps for 100 GeV WIMP subhalo annihilation signal and the

three background sources for ten years of Fermi-LAT orbit as seen by an observer along the

intermediate halo axis. The second panel (2b) includes an extrapolation for subhalos which

are unresolved in the VL2 simulation, which we call DM Diffuse.

– 15 –

(a) All-sky (b) Single Subhalo

Fig. 3.—: The relative contributions to the entire sky, including all subhalos (3a), and the

inner five degrees of a single detectable subhalo (3b) for ten years of simulated Fermi data

from a 100 GeV WIMP and the four background sources. The single subhalo is located at

(l, b) = (195.45, -11.25). Bins are equally spaced in log(E).

Fig. 4.—: The number of subhalos above five (and three) standard deviations significance,

N5 (N3), as a function of WIMP mass, Mχ, for 〈σv〉 = 3× 10−26cm3s−1. The shaded regions

show the range of variation among ten different observer positions, while the dashed and solid

lines represent the average over all positions. The subhalos on the left have been boosted

for unresolved substructure while those on the right have not. The simulations represent a

Fermi-LAT observation time of ten years.



‣Cross section limits derived from 
measurement of power law 
extragalactic spectrum

‣Energy range of 20-100 GeV

‣Some uncertainties due to the 
distribution of dark matter

‣Possible to exclude DM 
interpretation of the Fermi, 
Pamela electron spectrum 

J
C
A
P
0
4
(
2
0
1
0
)
0
1
4

mDM 400 GeV

v 3 10 26cm 3
s

1

Msub 10 6
M

EG
MSII

sub1

EG
MSII

sub2

Galactic @
 

,

b
10°

Galactic sub Springel et al.

Galactic sub MSII sub1

102 103 104 105
10 7

10 6

10 5

10 4

10 3

E0 MeV

E
0
2
d

d
E
0

M
eV

cm
2

s
1

sr
1

Figure 3. The vertically hatched band illustrates the span in the expected isotropic extragalactic
(EG) gamma-ray signal, defined by being the region enclosed by our MSII-Sub1 and MSII-Sub2 cases.
The horizontally hatched band is the flux that can be expected from Galactic substructure. The filled
grey band is the signal range that could be expected from the main DM Galactic halo, at a latitude
of 10◦, which would by itself produce an anisotropic signal. The data points show the measurement
of the IGRB by the Fermi-LAT [30] (horisontal bars are the energy bin range, and vertical bars are
our later used 1σ errors). The gamma-ray spectra are from DM particles with mass of 400 GeV, a
total annihilation cross section 〈σv〉 = 3× 10−26 cm3 s−1 into bb̄ quarks, and a minimal subhalo mass
cut-off at 10−6M#. See the text for more details.

substructures, inside the galactocentric distance r (in kpc), as:

Lsub(< r) = L200
main ×B × xx−0.24

, where x = r/r200 and r200 ≈ 200 kpc. (2.3)

This functional form is a parametrization of the result presented for the Aquarius simula-
tion in [19]. L200

main is the total DM-induced luminosity inside r200 from the smooth halo
(normalized through the Einasto profile in equation (2.4)), and B gives the relative signal
enhancement inside r200 due to substructures. The upper boarder of the vertically hatched
band is obtained when a single power law relation between the substructure flux and the
minimal DM subhalo mass are related as suggested in [19], which give B ∼ 230.4 The lower
boarder is when the substructure signal strength instead is implemented consistently with
the average substructure enhancement used in the MSII-Sub1 calculation of the extragalactic
signal. Then the luminosity from all substructures inside r200 for a Milky-Way-sized halos
is merely B ∼ 2 times the luminosity of the main DM halo. This lower signal limit is also
similar in amplitude to the finding in [71], where the Aquarius simulation is used, but a

4We note that by using the MSII-Sub2 prescription for substructure for Milky Way sized halos, the vertically
hatched upper limit would be extended up further by one order of magnitude.
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Figure 6. Cross section 〈σv〉 limits on dark matter annihilation into µ+µ− final states. The green
regions mark the (90, 95, 99.999)% exclusion regions in the MSII-Sub1 ∆2(z) DM structure scenario
(and for the other structure scenarios only 95% upper limit lines). The layout of the figure is otherwise
the same as in figure 5. Note that the Stecker et al. [69] absorption model affects the lower DM mass
limits since they are set by the high energy FSR part of the DM spectrum. The two gray contours
show the best fit regions for a DM explanation to the local electron and positron spectra measured
by Fermi-LAT and PAMELA.

As discussed, prior to this work many leptonic DM models adjusted to fit the PAMELA
and Fermi data were already in tension with a wide range of experimental studies of gamma
and radio signals [10, 11, 94–97], as well as neutrinos [106], from the inner Galaxy, Big Bang
Nucleosynthesis [107, 108], and the non-observation of distortions of the cosmic microwave
background [109–113]. In this context, we want to point out that our limits, as well as those
similar calculations presented prior the Fermi-LAT measurement [64, 67, 114], have a weak
dependence on the DM density in the very inner part of the Milky Way (likewise the limits
based on Big Bang Nucleosynthesis and non-distortions of the cosmic microwave background).
Also our moderate MSII-Sub1 (at least in the stringent analysis case) and the BulSub DM
scenarios exclude models that are most favored by the PAMELA/Fermi measurement. The
stringent BulSub limit is somewhat stronger than the most optimistic limits set by the Fermi-
LAT observation of dwarfs spheroidal galaxies [8] and galaxy clusters [13]. Similar to the
cluster analysis, and in contrast to the constraints placed by the non-detection of dwarf
spheroidal galaxies, our limits do not rely on the modeling of cosmic ray electron and positron
transport and diffusion in DM halos. In the two recent papers [10, 11], mentioned previously
in this section, they find cross section limits on the µ+µ− channel from Fermi-LAT data
that are fairly similar to our MSII-sub1 stringent limit. Although their limits do not require
strong signal enhancements in the inner Galaxy, they still also have uncertainties related to
the diffusion modeling [10, 11].

For the case of a e+e− annihilation channel the constraints would become stronger by a
factor of a few compared to µ+µ−, unless it is the FSR that is the constrained process, then
the limits are only stronger by a factor ∼ ln 4m2

DMm−2
e / ln 4m2

DMm−2
µ ! 2. For multi lepton

final states, such as µ+µ−µ+µ−, the limits typically get instead weaker.
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Conclusions and Outlook

‣ With 1+ years of data no discovery to report 

‣ However interesting limits on dark matter, particularly those models with high 
annihilation cross sections that explain other data sets 

‣ Astrophysical backgrounds uncertain-- Fermi will attempt to understand them 
in the coming years and determine what their impact is on dark matter studies 

‣ Improvements are expected: 

‣ Charged particle contamination

‣ Photons below 200 MeV 

‣ Fermi is a 5-10 year mission... More results on the way!  


