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Fig. 1.—Left panel: Color image from the Magellan images of the merging cluster 1E 0657!558, with the white bar indicating 200 kpc at the distance of the
cluster. Right panel: 500 ks Chandra image of the cluster. Shown in green contours in both panels are the weak-lensing k reconstructions, with the outer contour
levels at k p 0.16 and increasing in steps of 0.07. The white contours show the errors on the positions of the k peaks and correspond to 68.3%, 95.5%, and
99.7% confidence levels. The blue plus signs show the locations of the centers used to measure the masses of the plasma clouds in Table 2.

TABLE 2

Component Masses

Component
R.A.
(J2000)

Decl.
(J2000)

MX

(1012 M,)
M∗

(1012 M,) k̄

Main cluster BCG . . . . . . . . 06 58 35.3 !55 56 56.3 5.5 ! 0.6 0.54 ! 0.08 0.36 ! 0.06
Main cluster plasma . . . . . . 06 58 30.2 !55 56 35.9 6.6 ! 0.7 0.23 ! 0.02 0.05 ! 0.06
Subcluster BCG . . . . . . . . . . 06 58 16.0 !55 56 35.1 2.7 ! 0.3 0.58 ! 0.09 0.20 ! 0.05
Subcluster plasma . . . . . . . . 06 58 21.2 !55 56 30.0 5.8 ! 0.6 0.12 ! 0.01 0.02 ! 0.06

Notes.—Units of right ascension are hours, minutes, and seconds, and units of declination are degrees,
arcminutes, and arcseconds. All values are calculated by averaging over an aperture of 100 kpc radius
around the given position (marked with blue plus signs for the centers of the plasma clouds in Fig. 1);
measurements for the plasma clouds are the residuals left over after the subtraction of the circularlyk̄

symmetric profiles centered on the BCGs.

Both peaks are offset from their respective BCGs by∼2 j but are
within 1 j of the luminosity centroid of the respective component’s
galaxies (both BCGs are slightly offset from the center of galaxy
concentrations). Both peaks are also offset at∼8 j from the center
of mass of their respective plasma clouds. They are skewed toward
the plasma clouds, and this is expected because the plasma con-
tributes about one-tenth of the total cluster mass (Allen et al. 2002;
Vikhlinin et al. 2006) and a higher fraction in nonstandard gravity
models without dark matter. The skew in each k peak toward the
X-ray plasma is significant even after correcting for the overlap-
ping wings of the other peak, and the degree of skewness is
consistent with the X-ray plasma contributing of the ob-"9%14%!8%

served k in the main cluster and in the subcluster (see"12%10%!10%

Table 2). Because of the large size of the reconstruction (34! or
9Mpc on a side), the change in k due to themass-sheet degeneracy
should be less than 1%, and any systematic effects on the centroid
and skewness of the peaks are much smaller than the measured
error bars.
The projected cluster galaxy stellar mass and plasma mass

within 100 kpc apertures centered on the BCGs and X-ray
plasma peaks are shown in Table 2. This aperture size was
chosen because smaller apertures had significantly higher k
measurement errors and because larger apertures resulted in a
significant overlap of the apertures. Plasma masses were com-
puted from a multicomponent three-dimensional cluster model
fit to the Chandra X-ray image (details of this fit will be given
elsewhere). The emission in the Chandra energy band (mostly
optically thin thermal bremsstrahlung) is proportional to the
square of the plasma density, with a small correction for the

plasma temperature (also measured from the X-ray spectra),
which gives the plasma mass. Because of the simplicity of this
cluster’s geometry, especially at the location of the subcluster,
this mass estimate is quite robust (to a 10% accuracy).
Stellar masses are calculated from the I-band luminosity of

all galaxies equal in brightness or fainter than the component
BCG. The luminosities were converted into mass by assuming
(Kauffmann et al. 2003) . The assumed mass-to-lightM/L p 2I

ratio is highly uncertain (and can vary between 0.5 and 3) and
depends on the history of the recent star formation of the gal-
axies in the apertures; however, even in the case of an extreme
deviation, the X-ray plasma is still the dominant baryonic com-
ponent in all of the apertures. The quoted errors are only the
errors on measuring the luminosity and do not include the
uncertainty in the assumed mass-to-light ratio. Because we did
not apply a color selection to the galaxies, these measurements
are an upper limit on the stellar mass since they include con-
tributions from galaxies not affiliated with the cluster.
The mean k at each BCG was calculated by fitting a two-

peak model, each peak circularly symmetric, to the reconstruc-
tion and subtracting the contribution of the other peak at that
distance. The mean k for each plasma cloud is the excess k
after subtracting off the values for both peaks.
The total of the two visible mass components of the sub-

cluster is greater by a factor of 2 at the plasma peak than at
the BCG; however, the center of the lensing mass is located
near the BCG. The difference in the baryonic mass between
these two positions would be even greater if we excluded the
contribution of the nonpeaked plasma component between the
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ABSTRACT

We present new weak-lensing observations of 1E 0657!558 ( ), a unique cluster merger, that enable az p 0.296
direct detection of dark matter, independent of assumptions regarding the nature of the gravitational force law. Due to
the collision of two clusters, the dissipationless stellar component and the fluid-like X-ray–emitting plasma are spatially
segregated. By using both wide-field ground-based images and HST/ACS images of the cluster cores, we create
gravitational lensing maps showing that the gravitational potential does not trace the plasma distribution, the dominant
baryonic mass component, but rather approximately traces the distribution of galaxies. An 8 j significance spatial
offset of the center of the total mass from the center of the baryonic mass peaks cannot be explained with an alteration
of the gravitational force law and thus proves that the majority of the matter in the system is unseen.

Subject headings: dark matter— galaxies: clusters: individual (1E 0657!558)— gravitational lensing

1. INTRODUCTION

We have known since 1937 that the gravitational potentials
of galaxy clusters are too deep to be caused by the detected
baryonic mass and a Newtonian gravitational force law!2r
(Zwicky 1937). Proposed solutions either invoke dominant
quantities of nonluminous “dark matter” (Oort 1932) or alter-
ations to either the gravitational force law (Bekenstein 2004;
Brownstein & Moffat 2006) or the particles’ dynamical re-
sponse to it (Milgrom 1983). Previous works aimed at distin-
guishing between the dark matter and alternative gravity hy-
potheses in galaxies (Buote et al. 2002; Hoekstra et al. 2004)
or galaxy clusters (Gavazzi 2002; Pointecouteau & Silk 2005)
have used objects in which the visible baryonic and hypoth-
esized dark matter are spatially coincident, as in most of the
universe. These works favor the dark matter hypothesis, but
their conclusions were necessarily based on nontrivial as-
sumptions such as symmetry, the location of the center of mass
of the system, and/or hydrostatic equilibrium, which left room
for counterarguments. The actual existence of dark matter can
only be confirmed either by a laboratory detection or, in an
astronomical context, by the discovery of a system in which
the observed baryons and the inferred dark matter are spatially
segregated. An ongoing galaxy cluster merger is such a system.
Given sufficient time, galaxies (whose stellar component

makes up ∼1%–2% of the mass [Kochanek et al. 2003] under
the assumption of Newtonian gravity), plasma (∼5%–15% of
the mass [Allen et al. 2002; Vikhlinin et al. 2006]), and any

1 Based on observations made with the NASA/ESAHubble Space Telescope
(HST), obtained at the Space Telescope Science Institute, which is operated
by the Association of Universities for Research in Astronomy, Inc., under
NASA contract NAS 5-26555, under program 10200, with the 6.5 m Magellan
telescopes located at Las Campanas Observatory, Chile, with the ESO tele-
scopes at the Paranal Observatory under program IDs 72.A-0511, 60.A-9203,
and 64.O-0332, and with the NASA Chandra X-Ray Observatory, operated
by the Smithsonian Astrophysics Observatory under contract to NASA.

2 Steward Observatory, University of Arizona, 933 North Cherry Avenue,
Tucson, AZ 85721; dclowe@as.arizona.edu.

3 Kavli Institute for Particle Astrophysics and Cosmology, P.O. Box 20450,
MS 29, Stanford, CA 94309.

4 Department of Astronomy, University of Florida, 211 Bryant Space Sci-
ence Center, Gainesville, FL 32611.

5 Harvard-Smithsonian Center for Astrophysics, 60 Garden Street, Cam-
bridge, MA 02138

6 Also at the Space Research Institute, Russian Academy of Sciences, Prof-
soyuznaya 84/32, Moscow 117997, Russia.

dark matter in a typical cluster acquire similar, centrally sym-
metric spatial distributions tracing the common gravitational
potential. However, during a merger of two clusters, galaxies
behave as collisionless particles, while the fluid-like X-ray–
emitting intracluster plasma experiences ram pressure. There-

fore, in the course of a cluster collision, galaxies spatially de-

couple from the plasma. We clearly see this effect in the unique

cluster 1E 0657!558 (Tucker et al. 1998).
The cluster has two primary galaxy concentrations separated

by 0.72 Mpc on the sky, a less massive ( keV) westernT ∼ 6
subcluster and a more massive ( keV) eastern main clusterT ∼ 14
(Markevitch et al. 2002). Both concentrations have associated

X-ray–emitting plasma offset from the galaxies toward the center

of the system. The X-ray image also shows a prominent bow

shock on the western side of the western plasma cloud, indicating

that the subcluster is currently moving away from the main clus-

ter at ∼4700 km s!1. As the line-of-sight velocity difference

between the components is only ∼600 km s!1 (Barrena et al.

2002), the merger must be occurring nearly in the plane of the

sky, and the cores passed through each other ∼100 Myr ago.
Two galaxy concentrations that correspond to the main clus-

ter and the smaller subcluster have moved ahead of their re-

spective plasma clouds that have been slowed by ram pressure.

This phenomenon provides an excellent setup for our simple

test. In the absence of dark matter, the gravitational potential

will trace the dominant visible matter component, which is the

X-ray plasma. If, on the other hand, the mass is indeed dom-

inated by collisionless dark matter, the potential will trace the

distribution of that component, which is expected to be spatially

coincident with the collisionless galaxies. Thus, by deriving a

map of the gravitational potential, one can discriminate between

these possibilities. We published an initial attempt at this using

an archival Very Large Telescope (VLT) image (Clowe et al.

2004); here we add three additional optical image sets that

allows us to increase the significance of the weak-lensing re-

sults by more than a factor of 3.

In this Letter, we measure distances at the redshift of the cluster,

, by assuming an , , andz p 0.296 Q p 0.3 l p 0.7 H p 70m 0

km s!1 Mpc!1 cosmology that results in a 4.413 kpc arcsec!1 plate
scale. None of the results of this Letter are dependent on this
assumption; changing the assumed cosmology will result in a
change of the distances and absolute masses measured, but the
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The Milky Way Dark Matter Halo

Mass estimates broadly consistent 
with those that use satellite 
dynamics (Frenk & White 1981, Little & 
Tremaine 1987, Kochanek 1996, Evans & Wilkinson 
1999, Li & White 2008)

Xue et al. 2008 use a population of 
2000 BHB stars out to 60 kpc

where Mbulge ¼ 1:5 ; 1010 M", c0 ¼ 0:6 kpc, Mdisk ¼ 5 ;
1010 M" , and b ¼ 4 kpc (similar to Smith et al. 2007). The ra-
dial potential for a spherical NFWdensity profile can be expressed
as

!NFW(r) ¼ # 4!G"sr3vir
c3r

ln 1þ cr

rvir

! "
; ð13Þ

where c is a concentration parameter, defined as the ratio of the
virial radius to the scale radius. For standard"CDM cosmogonies
we do not attempt to constrain halo flattening. The parameter"s is
a characteristic density given by

"s ¼
"cr#m#th

3

c3

ln (1þ c)# c=(1þ c)
; ð14Þ

where "cr ¼ 3H2/8!G is the critical density of the universe, #m

is the contribution of matter to the critical density, and #th is the

critical overdensity at virialization. The virial mass can then be
determined from the virial radius using

Mvir ¼
4!

3
"cr#m#thr

3
vir: ð15Þ

For our analysis we adopt #m ¼ 0:3, #th ¼ 340, and H0 ¼
65 km s#1 Mpc#1. Given recent discussions (and doubts raised)
regarding whether the baryons modify the dark matter profile, as
expected from ‘‘adiabatic contraction’’ (Dutton et al. 2007), we
consider both an unaltered and an adiabatically contracted NFW
profile in the fit of !tot.

By fitting the observed Vcir(r) with (rd!/dr)1/2 from !tot(r),
shown as equation (10), we can constrain the halo mass of the
MilkyWay. In this fit, we simply adopt an unaltered NFWprofile
and a present-day relation between the mean value of c andMvir,

log10c ¼ 1:075# 0:12( log10Mvir # 12): ð16Þ

This relation is accurate over the range 11 ' logMvir ' 13 and
is based on the model of Macciò et al. (2007) with #m ¼ 0:3,
#" ¼ 0:7, $8 ¼ 0:9, and ni ¼ 1:0. Therefore, theMvir is derived

Fig. 17.—Same as Fig. 16, but here the circular velocity curves were derived
under the assumption of a contracted NFW profile. The solid line indicates the
best-fit circular velocity curve to the Vcir(r) estimates, while the large symbols
represent theVcir(r) estimates. The contributions of the adoptedmodel components
(i.e., disk, bulge, and halo) and the circular velocity curves based on the Jeans
equation are plotted in different line styles. Estimates of virial mass,Mvir, virial ra-
dius, rvir , and concentration parameter, c, are labeled on the plots.

Fig. 16.—Circular curve estimates matched by a combination of a stellar
bulge and disk and an unaltered NFW dark matter profile. The solid line
indicates the best-fit circular velocity curve to the Vcir(r) estimates, while the
large symbols represent the Vcir(r) estimates. The contributions of the adopted
model components (i.e., disk, bulge, and halo) and the circular velocity curves
based on the Jeans equation are plotted in different line styles. Estimates of virial
mass, Mvir , virial radius, rvir , and concentration parameter, c, are labeled on the
plots.
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the Sun of about 76 kpc, a distance which we impose as a se-
lection limit in the simulations. To select ‘‘halo’’ stars, we also
require that the stars be at least 4 kpc above or below the disk
plane. Finally, we average these 10 samples of simulated halo
stars. Figure 12 shows the distribution of these selected simu-
lated stars and the observed halo BHB stars in l and b.

This procedure results in a sample of simulated halo stars
(each position produces an ‘‘observational data set’’) with galacto-
centric radial velocities, galactocentric radii, escape velocities,
and circular velocities, whose distribution is shown in Figure 11.
This figure makes it clear that, even in a large sample, the ga-
lactocentric radial velocity rarely approaches the escape velocity
(one obvious reason being that we measure only the projected
component of the space velocity).

3.2. Estimating Vcir(r) from the Data

We analyze the implications of the observed BHB kinematics
for the Milky Way halo’s mass distribution in two steps. We first
estimate Vcir(r) from the data-simulation comparison in a set of
statistically independent radial bins, effectively constructing a cir-
cular velocity curve extending to 60 kpc. We then fit the circular
velocity curve with NFWhalo (and bulge+disk) models, resulting
in estimates of Mvir. It should be noted that the Milky Way halo’s
presumed virial radius extends about a factor of 4 beyond themost
distant BHB stars in our observed sample of tracers.

For the data/model comparison we construct the distributions,
P Vlos/Vcir(r)½ ", for the simulations and the data, respectively. For
the simulations, we use the procedure described in the above
section to obtain theVlos andVcir at each particle position.We com-
pare those Psim Vlos/Vcir(r)½ " distributions to analogous ones con-
structed from the data for a sequence of trial valuesVcir(r). As the
best observational estimate of Vcir(r), we then take that value for
which the probability that Pobs(Vlos/Vcir) and Psim(Vlos/Vcir) were
drawn from the same distribution is maximal. As we have no a
priori functional form for these distributions, we define this best
match as that which maximizes the probability in a two-sided
K-S test. To define confidence limits on the Vcir(r) estimate, we
repeat this procedure with bootstrapped versions of Pobs(Vlos/Vcir)
and take as !Vcir

the variance of the resulting Vcir distribution. We

Fig. 11.—Galactocentric radial velocity, escape velocity, and circular velocity
distributions of the stars in simulation I (top) and simulation II (bottom; see x 3);
the simulations are ‘‘viewed’’ from the position of the Sun to lie within the SDSS
DR6 footprint. The solid line delineates the predicted escape velocity, while the
dashed line indicates the predicted circular velocity. The dots represent the radial
velocities.

Fig. 12.—Galactic sky coverage of the observed BHB stars (red dots) and selected simulated stars (black dots), drawn from simulation I.

MILKY WAY DARK MATTER HALO MASS FROM SDSS 1151No. 2, 2008



Solar neighborhood high velocity stars 
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RAVE escape velocity constraints
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Figure 7. The lower panel shows the 2-dimension likelihood contours that can be placed on the local escape velocity (vesc) and the shape of the velocity

distribution (k; see Section 2) from our combined high-velocity sample. The cross corresponds to the peak likelihood, while the contours denote 10 and 1

per cent of this peak likelihood value. The upper panel shows the likelihood distribution for vesc obtained by assuming a uniform prior on k ∈ [2.7, 4.7] (see
Section 3.1); the corresponding error bar shows the 90 per cent confidence interval. The dotted quantities show the results from a sample containing only the

high-velocity RAVE stars, i.e. a smaller sample of 16 stars.

the only difference is a general broadening of the contours. When

we apply the prior k ∈ [2.7, 4.7] we find that the 90 per cent con-
fidence interval becomes 496 < vesc < 655 km s

−1, with a median

likelihood of vesc = 556 km s
−1.

5.2 Bootstrap analysis

To further assess the likelihood constraints presented in the previ-

ous section, we also apply the bootstrap technique (see Section 2.2)

to our data.

We apply the bootstrap approach to the combined dataset of

33 stars, but unlike Section 5.1 we apply the LT90 approximation

(equation 6) when calculating the maximum likelihood. The boot-

strap computed the values of vesc and k that maximized equation

(9) using 5000 resamples of the original RAVE sample. Table 4

shows the resulting values of vesc and k for the two chosen priors

(see Appendix A).

When we compare the bootstrap interval with the likelihood

interval obtained in Section 5.1, we find that the interval is shifted

towards smaller vesc. This is consistent with what one would expect

for the bootstrap method, since (unlike the method described in

Section 5.1) the process of bootstrapping can result in values of vesc
that are smaller than the highest velocity star in the sample. This

is a consequence of the fact that the bootstrap approach accounts

for possible unreliable or inconsistent data. However, it is also im-

portant to note that the bootstrap mean values of k and vesc found

with both priors are identical, within standard errors, to those found

in the previous section using the non-bootstrap technique with the

LT90 prior. Figure 8 shows the bootstrap distributions and corre-

sponding confidence intervals calculated for k and vesc when each

prior is applied to equation (9). The dashed curves correspond to

Prior 1, while the solid curves correspond to Prior 2. The confi-

dence intervals obtained using Prior 2 are clearly smaller than that

from Prior 1, owing to the fact that Prior 2 contains more informa-

tion about our expectations of k.

As a result of our analyses with a simulated dataset (see Ap-

pendix A), we adopted the confidence regions from Prior 2, obtain-

ing the bootstrap 90 per cent confidence intervals 462 km s−1 <

vesc < 640 km s
−1 and 0.1 < k < 5.4.

2 Smith et al.

lar circle, the escape velocity contains information about the mass

exterior to the solar circle. Although one needs a model for this

mass distribution, the escape velocity (i.e. the local gravitational

potential) can be used as a constraint from which it is possible to

determine the total mass.

It is possible to use more distant measurements to investigate

the extent of the Galactic halo. Unfortunately, gas rotation curves

cannot be traced beyond the extent of gas in circular orbits, ∼ 20
kpc for the Milky Way. The task of tracing the rotation curve is also

complicated by the fact that velocities have to be accompanied by

distances (Binney & Dehnen 1997) and, in any case, our Galaxy

does not appear to have an extended HI disk. As a consequence,

most methods of probing the halo rely on satellites and globu-

lar clusters, whose velocities can be measured out to significantly

greater Galactocentric distances. Many authors have used the ve-

locities of the Milky Way’s satellite galaxies and globular clusters

in an attempt to constrain the total halo mass. Although numerous

papers have dealt with this subject (Little & Tremaine 1987; Zarit-

sky et al. 1989; Kulessa & Lynden-Bell 1992; Kochanek 1996),two

of the more recent ones to exploit the motions of satellite galaxies

and globular clusters have concluded the total mass of the halo to

be around 2 × 1012 M# : Wilkinson & Evans (1999) found a halo
mass of ∼ 1.9+3.6−1.7 × 10

12 M# by adopting a halo model which pro-

duces a flat rotation curve that is truncated beyond an outer edge;

whereas Sakamoto, Chiba & Beers (2003), using a halo potential

that gives a flat rotation curve, also included the velocities of field

horizontal-branch stars to find a total halo mass of 2.5+0.5−1.0×10
12 M#

or 1.8+0.4−0.7 × 10
12 M#, depending on whether or not the analysis in-

cludes Leo I. Another complementary approach that can be adopted

is to analyse the radial velocity dispersion profile of halo objects;

Battaglia et al. (2005; 2006) used this method to determine a total

mass of 0.5− 1.5× 1012 M# depending on the chosen model for the
halo profile (see also Dehnen, McLaughlin & Sachania (2006) for a

reanalysis of this dataset). The future for this field looks promising

with space missions such as Gaia (due for launch 2011; Perryman

et al. 2001; Wilkinson et al. 2006) and Space Interferometery Mis-

sion (due for launch ∼ 2015; Allen, Shao & Peterson 1998), since
such missions will be able to provide accurate proper motion infor-

mation to complement the existing radial velocity measurements;

with such high quality data it should be possible to determine the

mass of the MilkyWay to∼ 20 per cent (Wilkinson & Evans 1999).
One can see that the current results mentioned above still pro-

duce a factor of ∼ 2 uncertainty in the mass of the Milky Way, due
to the fact that the results are still model dependent and are hin-

dered by small number statistics concerning the relevant datasets.

Therefore it would be very valuable if one could provide tight con-

straints on the local escape velocity in order to pin down the grav-

itational potential at this point. As far back as the 1920s samples

of high velocity stars were being used to estimate the local escape

velocity (for example, Oort 1926; Oort 1928). As the 20th century

progressed, many papers refined the estimate of vesc (see Fich &

Tremaine [1991] for a review), culminating in the final decade with

the seminal work of Leonard & Tremaine (1990, hereafter LT90)

and the subsequent refinement by Kochanek (1996, hereafter K96).

These two papers concluded that, to 90 per cent confidence, the es-

cape velocity lies in the range 450 km s−1 < vesc < 650 km s
−1 and

489 km s−1 < vesc < 730 km s
−1, respectively. Their conclusions are

hampered by several problems: firstly, the paucity of high velocity

stars from which to estimate vesc; secondly the fact that biases were

introduced by selecting high velocity stars from proper-motion sur-

veys; and thirdly the uncertainty in the assumptions regarding the

underlying form of the tail of the velocity distribution. In this new

century the difficulties posed by the first two issues are to some

extent diminishing due to the large kinematically unbiased surveys

that are now underway or planned, such as RAdial Velocity Exper-

iment (RAVE; Steinmetz et al. 2006; see also Section 4.1), Sloan

Extension for Galactic Understanding and Exploration (SEGUE;

Beers et al. 2004) and Gaia (Perryman et al. 2001). The latter prob-

lem can be tackled through various methods; one such approach

could be to use predictions from cosmological simulations to esti-

mate the form of the velocity distributions. In this paper we shall

make use of the advancement afforded to us by the RAVE survey,

combined with the analysis of cosmological simulations, to refine

the determination of vesc.

The outline of this paper is as follows. In Section 2 we review

the analytical techniques that have been developed to constrain the

escape velocity from a sample of velocity measurements. Then in

the following section we assess various aspects of these techniques

using cosmological simulations. In particular we use the simula-

tions to estimate the expected shape of the tail of the velocity distri-

bution, which is a crucial ingredient in the escape velocityanalysis.

In Section 4 we present the data that we will use to constrain the

escape velocity and undertake some tests to ensure that these data

are reliable. Our new data come from the RAVE project (Steinmetz

et al. 2006), but are augmented with archival data from published

surveys. In Section 5 we present our results and in Section 6 we

consider some of the issues arising from or concerning these re-

sults; in particular, this latter section discusses the nature of our

high velocity stars (Section 6.1), the effect of the sample volume

on the recovery of the escape velocity (6.2), the possible contami-

nation from unbound stars (6.3) and also uses our new constraints

on vesc to investigate the total mass of the Galactic halo (6.4). In

Section 7 we conclude our paper with a brief summary.

2 ANALYSIS TECHNIQUES

2.1 Likelihood

The techniques that we apply in order to constrain the escapeveloc-

ity (vesc) are based on those established by LT90. They parametrize

the distribution of stellar velocities around vesc according to the fol-

lowing formula,

f (|v| | vesc, k) ∝ (vesc − |v|)k, |v| < vesc (1)

f (|v| | vesc, k) = 0, |v| ! vesc, (2)

where |v| is the speed of the star and k describes the shape of the
velocity distribution near vesc. Note that this approach is only valid

if the stellar velocities do indeed extend all the way to vesc. If there

is any truncation in the velocities then this approach will underes-

timate the true vesc.

Under the assumption that the Jeans theorem can be applied

to the the system, Equation (1) can be understood by considering

the distribution function for the energies of the stars, ε. Assuming

there is no anisotropy in the velocities, we can write the asymptotic

form of the distribution function as a power-law (K96),

f (ε) ∝ εk , where ε = −(Φ + |v|2/2), (3)

where Φ corresponds to the potential energy and |v|2/2 to the ki-
netic energy. Again k describes the shape of the velocity distribu-

tion near vesc. Clearly Φ = −v2esc/2, which results in the following
simple form for the asymptotic behaviour of the velocity distribu-

tion,

f (|v| | vesc, k) ∝ (v2esc − |v|
2)k = [(vesc − |v|)(vesc + |v|)]k. (4)

The RAVE Survey: Constraining the Local Galactic Escape Speed 9

Figure 4. Results from the follow-up work described in Section 4.3 for 12

of our high radial velocity RAVE stars. The horizontal axis shows the dif-

ference between the velocity as reported in the RAVE catalogue compared

to the weighted mean of all velocities taken during the follow-up campaign.

Note the good agreement between the two measurements. Typical errors

are ∼ 2 km s−1 for the RAVE catalogue and < 1 km s−1 for the follow-up
velocities.

servations (including the two binary stars). The total number of ob-

servations for each star varies from between one and four (see Table

3).

4.4 The final high-velocity RAVE sample

Given this high quality RAVE data, we are now able to construct a

final catalogue of high radial velocity stars. Since many of our stars

now have repeat observations, we choose to adopt the weighted

mean of all measurements as our definitive velocity, with the ex-

ception of the two binary stars for which we give our estimate

of the center of binary mass motion. These are tabulated in Ta-

ble 3 and the velocity distribution is shown in the inset of Fig.

6. In Fig. 5 we show how the radial velocities vary as a function

of Galactic longitude. This plot clearly shows the signature of the

Galactic disc and from this one can obtain an understanding of

why a value of vmin ≈ 250 km s−1 results in significant contami-
nation from the disc; if the mean rotational velocity of our sample

is close to zero (as we would like for a halo population), then there

should be an equal number of stars with positive and negative ra-

dial velocity for a given longitude. However, for l ≈ 270 there is
clearly a greater number of stars with radial velocities in the range

vr ∈ (−300,−250) compared to vr ∈ (250, 300), indicating contam-
ination by a rotating component. Note that this asymmetry is not

evident for stars with |vr| > 300 km s−1, which supports our choice
of vmin = 300 km s

−1.

Figure 5. The relation between radial velocity (corrected for Solar mo-

tion) and longitude for stars in the RAVE catalogue. Note that the sig-

nature of the disc is clearly visible. The horizontal lines correspond to

vr = −300,−250, 0,+250,+300 km s−1. The crosses simply denote stars
with |vr | > 250 km s−1.

4.5 Augmenting our high velocity sample with stars from

archival surveys

Since we would like our sample of stars to be as large as possible,

we incorporate additional stars from the Beers et al. (2000) cata-

logue of metal poor stars. It is important to note that this sample

is kinematically unbiased, which is important if we are to com-

bine datasets in this way. This sample is ideal since it contains

metal poor stars, which are preferentially halo stars. The Beers et

al. (2000) sample provides a total of 17 stars faster than 300km s−1,

once we have removed three stars for which the distance estimate

indicates that they are further than 5 kpc away (all of the retained

stars have distances of less than 2.5 kpc). These archival stars are

given in Table B1.

This brings the total number of stars in our full augmented

sample to 33, which is a significant improvement on the number

of stars used in LT90 (15 stars with vr > 250 km s
−1) and K96 (10

stars with vr > 300 km s
−1).

The velocity distribution for this larger augmented sample is

shown in Fig. 6. Note that the inset of this figure compares the dis-

tribution of RAVE stars with the distribution of our archival stars

from Beers et al. (2000). The Kolmogorov-Smirnov test indicates

no significant discrepancy between these two distributions (14 per

cent probability that they come from different distributions), so

there is no inconsistency in combining the two data sets. In ad-

dition, similar to the RAVE sample (as was shown in Fig. 5), we

reassuringly find no correlation between radial velocity and Galac-

tic longitude. In Section 5 we check that the process of combining

datasets does not introduce any obvious bias by carrying out the

likelihood analysis on both the combined sample as well as a sam-

ple consisting solely of our 16 RAVE stars.
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Figure 7. The lower panel shows the 2-dimension likelihood contours that can be placed on the local escape velocity (vesc) and the shape of the velocity

distribution (k; see Section 2) from our combined high-velocity sample. The cross corresponds to the peak likelihood, while the contours denote 10 and 1

per cent of this peak likelihood value. The upper panel shows the likelihood distribution for vesc obtained by assuming a uniform prior on k ∈ [2.7, 4.7] (see
Section 3.1); the corresponding error bar shows the 90 per cent confidence interval. The dotted quantities show the results from a sample containing only the

high-velocity RAVE stars, i.e. a smaller sample of 16 stars.

the only difference is a general broadening of the contours. When

we apply the prior k ∈ [2.7, 4.7] we find that the 90 per cent con-
fidence interval becomes 496 < vesc < 655 km s

−1, with a median

likelihood of vesc = 556 km s
−1.

5.2 Bootstrap analysis

To further assess the likelihood constraints presented in the previ-

ous section, we also apply the bootstrap technique (see Section 2.2)

to our data.

We apply the bootstrap approach to the combined dataset of

33 stars, but unlike Section 5.1 we apply the LT90 approximation

(equation 6) when calculating the maximum likelihood. The boot-

strap computed the values of vesc and k that maximized equation

(9) using 5000 resamples of the original RAVE sample. Table 4

shows the resulting values of vesc and k for the two chosen priors

(see Appendix A).

When we compare the bootstrap interval with the likelihood

interval obtained in Section 5.1, we find that the interval is shifted

towards smaller vesc. This is consistent with what one would expect

for the bootstrap method, since (unlike the method described in

Section 5.1) the process of bootstrapping can result in values of vesc
that are smaller than the highest velocity star in the sample. This

is a consequence of the fact that the bootstrap approach accounts

for possible unreliable or inconsistent data. However, it is also im-

portant to note that the bootstrap mean values of k and vesc found

with both priors are identical, within standard errors, to those found

in the previous section using the non-bootstrap technique with the

LT90 prior. Figure 8 shows the bootstrap distributions and corre-

sponding confidence intervals calculated for k and vesc when each

prior is applied to equation (9). The dashed curves correspond to

Prior 1, while the solid curves correspond to Prior 2. The confi-

dence intervals obtained using Prior 2 are clearly smaller than that

from Prior 1, owing to the fact that Prior 2 contains more informa-

tion about our expectations of k.

As a result of our analyses with a simulated dataset (see Ap-

pendix A), we adopted the confidence regions from Prior 2, obtain-

ing the bootstrap 90 per cent confidence intervals 462 km s−1 <

vesc < 640 km s
−1 and 0.1 < k < 5.4.

2 Smith et al.

lar circle, the escape velocity contains information about the mass

exterior to the solar circle. Although one needs a model for this

mass distribution, the escape velocity (i.e. the local gravitational

potential) can be used as a constraint from which it is possible to

determine the total mass.

It is possible to use more distant measurements to investigate

the extent of the Galactic halo. Unfortunately, gas rotation curves

cannot be traced beyond the extent of gas in circular orbits, ∼ 20
kpc for the Milky Way. The task of tracing the rotation curve is also

complicated by the fact that velocities have to be accompanied by

distances (Binney & Dehnen 1997) and, in any case, our Galaxy

does not appear to have an extended HI disk. As a consequence,

most methods of probing the halo rely on satellites and globu-

lar clusters, whose velocities can be measured out to significantly

greater Galactocentric distances. Many authors have used the ve-

locities of the Milky Way’s satellite galaxies and globular clusters

in an attempt to constrain the total halo mass. Although numerous

papers have dealt with this subject (Little & Tremaine 1987; Zarit-

sky et al. 1989; Kulessa & Lynden-Bell 1992; Kochanek 1996),two

of the more recent ones to exploit the motions of satellite galaxies

and globular clusters have concluded the total mass of the halo to

be around 2 × 1012 M# : Wilkinson & Evans (1999) found a halo
mass of ∼ 1.9+3.6−1.7 × 10

12 M# by adopting a halo model which pro-

duces a flat rotation curve that is truncated beyond an outer edge;

whereas Sakamoto, Chiba & Beers (2003), using a halo potential

that gives a flat rotation curve, also included the velocities of field

horizontal-branch stars to find a total halo mass of 2.5+0.5−1.0×10
12 M#

or 1.8+0.4−0.7 × 10
12 M#, depending on whether or not the analysis in-

cludes Leo I. Another complementary approach that can be adopted

is to analyse the radial velocity dispersion profile of halo objects;

Battaglia et al. (2005; 2006) used this method to determine a total

mass of 0.5− 1.5× 1012 M# depending on the chosen model for the
halo profile (see also Dehnen, McLaughlin & Sachania (2006) for a

reanalysis of this dataset). The future for this field looks promising

with space missions such as Gaia (due for launch 2011; Perryman

et al. 2001; Wilkinson et al. 2006) and Space Interferometery Mis-

sion (due for launch ∼ 2015; Allen, Shao & Peterson 1998), since
such missions will be able to provide accurate proper motion infor-

mation to complement the existing radial velocity measurements;

with such high quality data it should be possible to determine the

mass of the MilkyWay to∼ 20 per cent (Wilkinson & Evans 1999).
One can see that the current results mentioned above still pro-

duce a factor of ∼ 2 uncertainty in the mass of the Milky Way, due
to the fact that the results are still model dependent and are hin-

dered by small number statistics concerning the relevant datasets.

Therefore it would be very valuable if one could provide tight con-

straints on the local escape velocity in order to pin down the grav-

itational potential at this point. As far back as the 1920s samples

of high velocity stars were being used to estimate the local escape

velocity (for example, Oort 1926; Oort 1928). As the 20th century

progressed, many papers refined the estimate of vesc (see Fich &

Tremaine [1991] for a review), culminating in the final decade with

the seminal work of Leonard & Tremaine (1990, hereafter LT90)

and the subsequent refinement by Kochanek (1996, hereafter K96).

These two papers concluded that, to 90 per cent confidence, the es-

cape velocity lies in the range 450 km s−1 < vesc < 650 km s
−1 and

489 km s−1 < vesc < 730 km s
−1, respectively. Their conclusions are

hampered by several problems: firstly, the paucity of high velocity

stars from which to estimate vesc; secondly the fact that biases were

introduced by selecting high velocity stars from proper-motion sur-

veys; and thirdly the uncertainty in the assumptions regarding the

underlying form of the tail of the velocity distribution. In this new

century the difficulties posed by the first two issues are to some

extent diminishing due to the large kinematically unbiased surveys

that are now underway or planned, such as RAdial Velocity Exper-

iment (RAVE; Steinmetz et al. 2006; see also Section 4.1), Sloan

Extension for Galactic Understanding and Exploration (SEGUE;

Beers et al. 2004) and Gaia (Perryman et al. 2001). The latter prob-

lem can be tackled through various methods; one such approach

could be to use predictions from cosmological simulations to esti-

mate the form of the velocity distributions. In this paper we shall

make use of the advancement afforded to us by the RAVE survey,

combined with the analysis of cosmological simulations, to refine

the determination of vesc.

The outline of this paper is as follows. In Section 2 we review

the analytical techniques that have been developed to constrain the

escape velocity from a sample of velocity measurements. Then in

the following section we assess various aspects of these techniques

using cosmological simulations. In particular we use the simula-

tions to estimate the expected shape of the tail of the velocity distri-

bution, which is a crucial ingredient in the escape velocityanalysis.

In Section 4 we present the data that we will use to constrain the

escape velocity and undertake some tests to ensure that these data

are reliable. Our new data come from the RAVE project (Steinmetz

et al. 2006), but are augmented with archival data from published

surveys. In Section 5 we present our results and in Section 6 we

consider some of the issues arising from or concerning these re-

sults; in particular, this latter section discusses the nature of our

high velocity stars (Section 6.1), the effect of the sample volume

on the recovery of the escape velocity (6.2), the possible contami-

nation from unbound stars (6.3) and also uses our new constraints

on vesc to investigate the total mass of the Galactic halo (6.4). In

Section 7 we conclude our paper with a brief summary.

2 ANALYSIS TECHNIQUES

2.1 Likelihood

The techniques that we apply in order to constrain the escapeveloc-

ity (vesc) are based on those established by LT90. They parametrize

the distribution of stellar velocities around vesc according to the fol-

lowing formula,

f (|v| | vesc, k) ∝ (vesc − |v|)k, |v| < vesc (1)

f (|v| | vesc, k) = 0, |v| ! vesc, (2)

where |v| is the speed of the star and k describes the shape of the
velocity distribution near vesc. Note that this approach is only valid

if the stellar velocities do indeed extend all the way to vesc. If there

is any truncation in the velocities then this approach will underes-

timate the true vesc.

Under the assumption that the Jeans theorem can be applied

to the the system, Equation (1) can be understood by considering

the distribution function for the energies of the stars, ε. Assuming

there is no anisotropy in the velocities, we can write the asymptotic

form of the distribution function as a power-law (K96),

f (ε) ∝ εk , where ε = −(Φ + |v|2/2), (3)

where Φ corresponds to the potential energy and |v|2/2 to the ki-
netic energy. Again k describes the shape of the velocity distribu-

tion near vesc. Clearly Φ = −v2esc/2, which results in the following
simple form for the asymptotic behaviour of the velocity distribu-

tion,

f (|v| | vesc, k) ∝ (v2esc − |v|
2)k = [(vesc − |v|)(vesc + |v|)]k. (4)

The RAVE Survey: Constraining the Local Galactic Escape Speed 9

Figure 4. Results from the follow-up work described in Section 4.3 for 12

of our high radial velocity RAVE stars. The horizontal axis shows the dif-

ference between the velocity as reported in the RAVE catalogue compared

to the weighted mean of all velocities taken during the follow-up campaign.

Note the good agreement between the two measurements. Typical errors

are ∼ 2 km s−1 for the RAVE catalogue and < 1 km s−1 for the follow-up
velocities.

servations (including the two binary stars). The total number of ob-

servations for each star varies from between one and four (see Table

3).

4.4 The final high-velocity RAVE sample

Given this high quality RAVE data, we are now able to construct a

final catalogue of high radial velocity stars. Since many of our stars

now have repeat observations, we choose to adopt the weighted

mean of all measurements as our definitive velocity, with the ex-

ception of the two binary stars for which we give our estimate

of the center of binary mass motion. These are tabulated in Ta-

ble 3 and the velocity distribution is shown in the inset of Fig.

6. In Fig. 5 we show how the radial velocities vary as a function

of Galactic longitude. This plot clearly shows the signature of the

Galactic disc and from this one can obtain an understanding of

why a value of vmin ≈ 250 km s−1 results in significant contami-
nation from the disc; if the mean rotational velocity of our sample

is close to zero (as we would like for a halo population), then there

should be an equal number of stars with positive and negative ra-

dial velocity for a given longitude. However, for l ≈ 270 there is
clearly a greater number of stars with radial velocities in the range

vr ∈ (−300,−250) compared to vr ∈ (250, 300), indicating contam-
ination by a rotating component. Note that this asymmetry is not

evident for stars with |vr| > 300 km s−1, which supports our choice
of vmin = 300 km s

−1.

Figure 5. The relation between radial velocity (corrected for Solar mo-

tion) and longitude for stars in the RAVE catalogue. Note that the sig-

nature of the disc is clearly visible. The horizontal lines correspond to

vr = −300,−250, 0,+250,+300 km s−1. The crosses simply denote stars
with |vr | > 250 km s−1.

4.5 Augmenting our high velocity sample with stars from

archival surveys

Since we would like our sample of stars to be as large as possible,

we incorporate additional stars from the Beers et al. (2000) cata-

logue of metal poor stars. It is important to note that this sample

is kinematically unbiased, which is important if we are to com-

bine datasets in this way. This sample is ideal since it contains

metal poor stars, which are preferentially halo stars. The Beers et

al. (2000) sample provides a total of 17 stars faster than 300km s−1,

once we have removed three stars for which the distance estimate

indicates that they are further than 5 kpc away (all of the retained

stars have distances of less than 2.5 kpc). These archival stars are

given in Table B1.

This brings the total number of stars in our full augmented

sample to 33, which is a significant improvement on the number

of stars used in LT90 (15 stars with vr > 250 km s
−1) and K96 (10

stars with vr > 300 km s
−1).

The velocity distribution for this larger augmented sample is

shown in Fig. 6. Note that the inset of this figure compares the dis-

tribution of RAVE stars with the distribution of our archival stars

from Beers et al. (2000). The Kolmogorov-Smirnov test indicates

no significant discrepancy between these two distributions (14 per

cent probability that they come from different distributions), so

there is no inconsistency in combining the two data sets. In ad-

dition, similar to the RAVE sample (as was shown in Fig. 5), we

reassuringly find no correlation between radial velocity and Galac-

tic longitude. In Section 5 we check that the process of combining

datasets does not introduce any obvious bias by carrying out the

likelihood analysis on both the combined sample as well as a sam-

ple consisting solely of our 16 RAVE stars.
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within 1.1 kpc of the midplane, with 56 ± 6 M! pc−2 as the total

disc contribution, compared to 53 M! pc−2 in visible material. This

is in excellent agreement with the analysis of K dwarfs, for which

Kuijken & Gilmore (1991) estimated the total mass within 1.1 kpc

as K z1.1 = 71 ± 6 M! pc−2.

AC K N OW L E D G M E N T S

CF thanks the Academy of Finland and the ANTARES program

for its support of space-based research; and also support by the

Beckwith Trust. JH thanks the Carlsberg Foundation and the Coun-

cil of the Nordic Optical Telescope Scientific Association. Lennart

Lindegren is thanked for valuable assistance. The paper is based

on data obtained with the European Space Agency’s Hipparcos as-

trometry satellite. We have made extensive use of the Simbad and

VizieR stellar data bases, at the Centre de Données astronomiques

de Strasbourg, and of NASA’s Astrophysics Data System. The plate

material for one of the surveys was obtained at Mount Stromlo with

the Oddie telescope, which dates from 1889 and which was de-

stroyed, along with all the other telescopes on the mountain, in the

bushfires of January 2003; happily there are plans afoot to restore

this wonderful instrument. CF acknowledges the nightly assistance

of itinerant Stromlo wildlife in keeping him alert while guiding plate

exposures at the Oddie.

R E F E R E N C E S

Bahcall J. N., 1984a, ApJ, 276, 156

Bahcall J. N., 1984b, ApJ, 276, 169

Bahcall J. N., 1984c, ApJ, 287, 926

Bahcall J. N., Flynn C., Gould A., 1992, ApJ, 389, 234 (BFG)
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Siebert A., Bienaymé O., Soubiran C., 2003, A&A, 399, 531

Taylor B. J., 1999, A&AS, 134, 523

This paper has been typeset from a TEX/LATEX file prepared by the author.

C© 2004 RAS, MNRAS 352, 440–446

446 J. Holmberg and C. Flynn

within 1.1 kpc of the midplane, with 56 ± 6 M! pc−2 as the total

disc contribution, compared to 53 M! pc−2 in visible material. This

is in excellent agreement with the analysis of K dwarfs, for which

Kuijken & Gilmore (1991) estimated the total mass within 1.1 kpc

as K z1.1 = 71 ± 6 M! pc−2.
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Visible matter

Dynamical matter

A dark matter disc in the Milky Way J. I. Read

(a) (b) (c) (d)

Figure 1: (a): The accreted stars (red) and dark matter (blue) at the end of a simulation where the LMC

satellite merged at ! = 10o to the Milky Way stellar disc; the black contours show the underlying Milky

Way stellar distribution. (b): The corresponding velocity distribution in v" (rotation velocity) at the solar

neighbourhood; the underlying Milky Way dark matter halo is shown in green. (c): The dark matter disc

to dark matter halo density ratio #DDISC/#HALO as a function of height above the disc plane (also for 8 <
R< 9 kpc), for LMC merging at ! = 10o,20o,40o and LLMC at ! = 10o to the Milky Way disc plane. (d):

The satellite-disc inclination angle ! as a function of time; the lines are truncated when the satellite is fully

accreted.

disc inside a spherical halo, as detailed in [10]. We chose three models for our satellite, but present

just two here: LMC with vmax = 60 km/s, and LLMC with vmax = 80 km/s; these were set up as

scaled versions of our MW model. We chose a wide range of initial inclination angles to the disc

from ! = 10−60o, one retrograde orbit, and range of pericentres and apocentres. The simulations

were evolved using the collisionless tree-code, PkdGRAV [14]. The final evolved systems were

mass and momentum centred using the ‘shrinking sphere’ method described in [11], and rotated

into their moment of inertia eigenframe with the z axis perpendicular to the disc.

The results are shown in Figure 1. The left panel shows the accreted stars (red) and dark

matter (blue) at the end of a simulation where the LMC satellite merged at ! = 10o to the disc.

Both the stars and the dark matter have settled into accreted discs. The middle panel shows the

corresponding velocity distribution in v" (rotation velocity) at the solar neighbourhood (a cylin-

der 8 < R < 9 kpc, |z| < 0.35 kpc). The underlying dark matter halo is shown in green and is not

rotating; the accreted stars and dark matter (red and blue) have kinematics similar to that of the un-

derlying stellar disc (black). The right panel shows the dark matter disc to dark matter halo density

ratio #DDISC/#HALO as a function of height above the disc plane for selected merger simulations,

as marked. As the satellite impact angle ! is increased, the satellite contributes less material to a

dark disc. For ! = 40o, the density at the solar neighbourhood is nearly flat with z and less than

a tenth of the underlying halo density; there is correspondingly less rotation in this simulation.

Summing over the expected number and mass of mergers, we find that the dark disc contributes

∼ 0.25− 1 times the non-rotating halo density at the solar position [10]. It is important to stress

that all satellites regardless of their initial inclination have some accreted material that is focused

into the disc plane (see Figure 1), right panel. As such, we expect that the accreted dark and stellar

discs will comprise several accreted satellites; the most massive low-inclination mergers being the

most important contributors.

The accreted stellar disc shares similar kinematics to the dark disc. Depending on assumptions

about the mass to light ratio of accreted satellites, these accreted stars can make up ∼ 10− 50%

3
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Figure 6. The vertical W velocities of the giants as a function of absolute

magnitude in the local and cone samples.

Figure 7. The vertical W velocities as a function of metallicity in the local

and cone samples.

information from Tycho-2 it is very important that the full trans-

formations (rather than the first-order approximations) from the Ty-

cho instrumental VT and BT colours into the standard Johnson V

and B − V are used. This approach which was used in obtaining the

B − V colours given in the Hipparcos catalogue is as described in

section 1.3 and appendix 4 of Volume 1 of the catalogue. We note

that use of the first-order relations can lead to biases of up to 0.05 in

the B − V colour, which is insufficiently accurate for testing sample

completeness. For the HD catalogue, which is reported by Flynn &

Freeman (1993) as complete to V = 9.2 and extending to about V

= 10.5 with decreasing completeness, we confirm that the sample is

indeed complete to V = 9.2. For the Eriksson and Oddie catalogues,

we find that they are indeed complete to V = 11.0.

4 S U R FAC E M A S S D E N S I T Y D E T E R M I NAT I O N

We adopt a disc model similar to the one used in Holmberg & Flynn

(2000) to analyse the data. The basic model is shown in table 1

(and described in Section 3) of Holmberg & Flynn (2000): it is

of the type introduced by Bahcall (1984a,b,c), in which the disc

is represented by a set of massive, kinematically isothermal com-

ponents, tracing young stars, old stars, stellar remnants and gas.

The Poisson–Boltzmann equations are solved simultaneously and

the density falloff of each component computed. The difference be-

tween the model used here and the old one is that a thick-disc compo-

nent is explicitly included with a local density of 0.007 M" pc−3,

and a velocity dispersion of 37 km s−1. The density and velocity

dispersions of the appropriate thin-disc components are reduced ac-

cordingly, to keep the total local density and velocity distributions

in line with the bounds determined by Holmberg & Flynn (2000).

Some properties of our basic mass model are as follows: local mass

density ρ 0 = 0.102 M" pc−3, local disc mass surface density " =

52.8 M" pc−2, and total local mass surface density within 1.1 kpc

of the Galactic midplane " z1.1 = 70.6 M" pc−2. The resulting Kz

force law of the model is shown in Fig. 8.

Fig. 9 shows a comparison between the measured velocity distri-

bution in the cone sample and the expected distribution, for which

σ W = 26 km s−1. The expected distribution is computed from the

combination of the mass model and the velocity distribution in the

plane of the disc (as outlined in detail in FF). The good agree-

ment between the measured and calculated distributions is an indi-

cation that the local and the cone sample are members of the same

tracer population and well suited for the determination of the mass

density.

Fig. 10 shows a comparison between the local and the cone lumi-

nosity functions (LFs). The luminosity function of the cone K giants

appears to be quite consistent with being drawn from the same LF as

the local K giants. This is in consideration of the much larger typical

error in the absolute magnitudes (0.35 mag in the cone compared to

0.05 mag for the local giants), and the fact that the cone sample is

magnitude-rather than volume-limited. Under the assumption that

the LFs are the same, then from the measured local density of the

K giants and the predicted density falloff of the giants in a partic-

ular model of the disc mass, we can compute the number of giants

which should appear in the cone survey. This can be compared to the

actual number of observed giants and the model evaluated. In the

manner of FF we ran a series of Monte Carlo simulations of observa-

tions of stars in the cone samples, taking into account observational

Figure 8. The Kz force law resulting from the basic mass model.

C© 2004 RAS, MNRAS 352, 440–446
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Direct Detection of Galactic
Halo Dark Matter

B. R. Oppenheimer,1* N. C. Hambly,2 A. P. Digby,2

S. T. Hodgkin,3 D. Saumon4

The Milky Way galaxy contains a large, spherical component which is believed
to harbor a substantial amount of unseen matter. Recent observations indi-
rectly suggest that as much as half of this “dark matter” may be in the form
of old, very cool white dwarfs, the remnants of an ancient population of stars
as old as the galaxy itself.We conducted a survey to find faint, cool white dwarfs
with large space velocities, indicative of their membership in the galaxy’s
spherical halo component. The survey reveals a substantial, directly observed
population of old white dwarfs, too faint to be seen in previous surveys. This
newly discovered population accounts for at least 2 percent of the halo dark
matter. It provides a natural explanation for the indirect observations, and
represents a direct detection of galactic halo dark matter.

Dark matter in the spherical halo of the Milky
Way galaxy has been inferred because the grav-
itational field due to the known distribution of
luminous matter, primarily stars, cannot explain
the observed rotational characteristics of the
galaxy’s spiral disk. A substantial portion of
this unseen matter may be old, very cool white
dwarfs (1–4). A white dwarf is the extremely
dense end-state in the evolution of stars with
masses less than about eight times the mass of
the sun (MJ). Once a star becomes a white
dwarf, it no longer produces energy through
nuclear fusion, and therefore cools and fades.
The first four examples of ultracool white
dwarfs, whose temperatures are below 4000 K,
were identified only in the past 2 years (2, 3,
5–7), principally because they were too faint to
detect in previous surveys. They have spectral
energy distributions that differ dramatically
from those of the hotter white dwarfs, consis-
tent with white dwarf atmosphere models (8–
10). The difference is due to the formation of
H2 molecules in white dwarf atmospheres with
effective temperatures below !4500 K. Al-
though H2 molecules are symmetric and thus
have no dipole moment, in the high densities of
white dwarf atmospheres, collisions between
the molecules are common. These collisions
induce momentary dipole moments, which pro-
duce opacity at wavelengths longer than 0.6"m
(11). We conducted a survey to search for
nearby, high-proper-motion white dwarfs that
could be halo members and might exhibit this
opacity. Regardless of their spectral appear-

ance, nearby halo stars can be distinguished
from disk stars by their space motion, because
the two populations possess different kinematic
properties.

Observations. Our survey used digitized,
photographic plates in the R59F and BJ pass-
bands from the SuperCOSMOS Sky Survey
(12–14). R59F and BJ roughly correspond to
optical wavelengths of 0.59 and 0.45 "m, re-
spectively. We searched for objects with proper
motions, ", between 0.33 and 10.00# year$1 as
faint as R59F % 19.8, using plates near the
South Galactic Cap (SGC) at three epochs in
each field. The SGC plates comprise 196 fields
(15). The nonoverlapping area of each field is
25 square degrees. Hence, the area of our sur-
vey is 4900 square degrees, or about 12% of the
sky. Because of image blending problems and
large halos of scattered light around bright stars,
the actual area surveyed is 4165 square degrees,
or 10% of the sky. This is several times larger
than the areas searched in two previous surveys
(3, 16). At the very faint end of our sample, we
found many objects not included in the Luyten
catalogs of proper motion stars (17), primarily
because Luyten’s survey in the Southern Hemi-
sphere did not attempt to find objects as faint as
those we have found. These previously unde-
tected stars are the principal members of our
sample of halo white dwarfs.

We used the technique of reduced proper
motion (RPM) (18, 19) to identify white dwarfs
by their subluminosity in comparison to main-
sequence stars and their high intrinsic space
motions. RPM is defined as HR % R59F & 5
log " & 5, and is an estimate of the absolute
magnitude based on the proper motion, ", in
arc seconds per year. We selected all 126 ob-
jects in the RPM diagram (Fig. 1) having either
HR ' 22.5 or lying in the subluminous regions
as potential halo white dwarfs. Sixty-three of
these were previously cataloged (12, 20). Of
these 63 known, high-proper-motion stars, 29
had no published spectroscopic follow-up. This

yielded an observing list of 92 stars for follow-
up, including 63 new discoveries.

Over 4 nights (11 to 14 October 2000) at the
Cerro Tololo Inter American Observatory’s
V. M. Blanco 4-m Telescope, we obtained
spectra in the wavelength range 0.48 to 0.98
"m for 69 of the 92 candidates (filled symbols
in Fig. 1). We inspected the spectra within
minutes of collecting the data, so we were able
to discern by the middle of the second night
which types of objects populated which parts of
the RPM diagram (Fig. 1). For example, as
expected, we found only white dwarfs with H(
features on the far left of the subluminous se-
quence. Dwarf and subdwarf M-type stars are
restricted to the right, which is also the bottom
of the main sequence. We concentrated our
observing resources on the cool objects, which
occupy the lower part of the subluminous se-
quence. Of the 69 candidate objects observed,
16 are M-dwarfs or M-subdwarfs, two are hot
He white dwarfs, 13 are white dwarfs with H(
features, and 38 are new cool white dwarfs
(Fig. 2A), a few of which are probably
cooler than WD0346&246, the prototypical

1Astronomy Department, University of California-
Berkeley, Berkeley, CA 94720–3411, USA. 2Institute
for Astronomy, University of Edinburgh, Royal Obser-
vatory, Blackford Hill, Edinburgh, EH9 3HJ, UK. 3Insti-
tute of Astronomy, Cambridge University, Madingley
Road, Cambridge, CB3 0HA, UK. 4Department of
Physics and Astronomy, Vanderbilt University, Nash-
ville, TN 37235, USA.

*To whom correspondence should be addressed. E-
mail: bro@astron.berkeley.edu

Fig. 1. Reduced proper motion diagram. All low-
luminosity, proper-motion objects in our survey
are shown. The main sequence extends from the
top-center downward. The subluminous sequence
to the left and below is the white dwarf sequence.
Blue, filled stars indicate white dwarfs confirmed
with our spectroscopy or previously known to be
white dwarfs. Open stars are objects we have not
yet observed spectroscopically but presume to be
white dwarfs on the basis of their location in this
diagram. Filled, red triangles are M-dwarfs and
filled, green circles are subdwarfs for which we
obtained spectra. Open triangles and open circles
are suspected M-type dwarf or subdwarf stars,
respectively, which we did not observe. The
dashed line indicates the value ofHR below which
the Luyten catalogs (17) contain very few objects.
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DIRECT DETECTION OF COLD DARK MATTER SUBSTRUCTURE

N. Dalal1 and C. S. Kochanek2

Received 2001 November 20; accepted 2002 February 18

ABSTRACT

We devise a method to measure the abundance of satellite halos in gravitational lens galaxies and apply
our method to a sample of seven lens systems. After using Monte Carlo simulations to verify the method, we
find that substructure comprises fsat ¼ 0:02 (median, 0:006 < fsat < 0:07 at 90% confidence) of the mass of
typical lens galaxies, in excellent agreement with predictions of cold darkmatter (CDM) simulations.We esti-
mate a characteristic critical radius for the satellites of 0>0001 < b < 0>006 (90% confidence). For a
dn=dM / M"1:8 (Mlow < M < Mhigh) satellite mass function, the critical radius provides an estimate for the
upper mass limit of 106 M#dMhighd109 M#. Our measurement confirms a generic prediction of CDM
models andmay obviate the need to invoke alternatives to CDM such as warm darkmatter or self-interacting
dark matter.
Subject headings: cosmology: theory — dark matter — galaxies: formation — gravitational lensing —

large-scale structure of universe

1. INTRODUCTION

A discrepancy between the number of satellite halos
expected from cold dark matter (CDM) simulations and the
observed numbers of Galactic satellite galaxies is part of the
prosecution’s case for a crisis in the CDM scenario for struc-
ture formation (e.g., Kauffmann, White, & Guiderdoni
1993; Moore et al. 1999; Klypin et al. 1999). Suggested solu-
tions range from the mundane, such as the inhibition of star
formation in the satellites by photoionization (e.g., Klypin
et al. 1999; Bullock, Kravtsov, & Weinberg 2000), to the
exotic, such as the disruption of the satellites by self-inter-
acting dark matter (e.g., Spergel & Steinhardt 2000) or
changes in the power spectrum (e.g., Bode, Ostriker, &
Turok 2001; Colin, Avila-Reese, & Valenzuela 2000). The
satellite crisis must also be closely related to the more gen-
eral problem that the number of low-luminosity galaxies
diverges only as 1=L $ 1=M, while the number of CDM
halos diverges as $1=M2, implying that the probability of
forming a visible galaxy in a low-mass halo must diminish
as$M (e.g., Scoccimarro et al. 2001; Kochanek 2001; Chiu,
Gnedin, & Ostriker 2001). In principle, the measured abun-
dances of satellite halos should provide a strong test of the
CDM scenario, but because the satellites used as evidence
for a problem have low luminosities and (in many cases) low
surface brightnesses, it is difficult to apply this test to any
galaxy besides our own. Moreover, the test only considers
the numbers of satellites with detectable optical emission,
which is at best a lower bound on the number of CDM
halos.

Gravitational lensing is the only probe that avoids
both of these limitations, as was already noted by Moore
et al. (1999). First, the test can be applied to many lens
systems spanning a range of redshifts and physical prop-
erties. Second, because lensing phenomena couple directly
to mass, lenses are sensitive to both luminous and dark

substructures in CDM halos. Mao & Schneider (1998)
pointed out that the anomalous image flux ratios
observed in several lenses, particularly B1422+231, could
be explained by substructures such as low-mass satellites
in the primary-lens galaxy. The primary lens magnifies
the perturbations from the substructure, making the
brightest images particularly susceptible to the effects of
substructure. Recently, Metcalf & Madau (2001) quanti-
fied the effects of CDM satellites using simulations and
found that the effects should be readily detected, and
Chiba (2002) demonstrated that plausible CDM satellite
distributions could explain the anomalous flux ratios in
B1422+231 and PG1115+080. Detailed studies of
B1422+231 (Keeton 2002; Bradac et al. 2002) find that
the observed perturbations require substructure with
mass scales comparable to CDM substructure (e106

M#) rather than stellar microlensing, and Metcalf &
Zhao (2002) have shown that the anomalous flux ratios
cannot be reproduced in a large family of smooth poten-
tials for the primary lens.

The missing link is an approach for analyzing the gravita-
tional lens data to estimate the properties of the satellite
population. In this paper we develop such an analysis
method and apply it to a sample of seven lenses to estimate
the surface density and characteristic mass of the perturbing
satellites. We focus on analyzing four-image radio lenses
because using the radio lenses eliminates the problem of
dust extinction and minimizes the problems from stellar
microlensing due to the relatively large source size (see
Koopmans & de Bruyn 2000). We analyzed the lenses MG
0414+0534 (Hewitt et al. 1992), B0712+472 (Jackson et al.
1998), PG 1115+080 (Weymann et al. 1980), B1422+231
(Patnaik et al. 1992), B1608+656 (Fassnacht et al. 1996),
B1933+503 (Sykes et al. 1998), and B2045+265 (Fassnacht
et al. 1999). Of these seven four-image lenses, six show
anomalous flux ratios that might be due to the effects of sub-
structure. We develop our formalism, characterize our
model for the satellite distribution, and test our analysis
methods in x 2. We apply it to the lens sample in x 3. In x 4
we review our conclusions and their limitations and then
outline the observations needed to improve them.

1 Physics Department, Code 0350, 9500 Gilman Drive, University of
California at SanDiego, La Jolla, CA 92093; ndalal@ucsd.edu.

2 Harvard-Smithsonian Center for Astrophysics, 60 Garden Street,
Cambridge,MA 02138; ckochanek@cfa.harvard.edu.

The Astrophysical Journal, 572:25–33, 2002 June 10
# 2002. The American Astronomical Society. All rights reserved. Printed in U.S.A.
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FIG. 7.— Exclusion contour plot at 95% confidence level. The dashed,
the dotted and the long dashed lines represent the microlensing-based limits
from EROS (Afonso et al. 2003) and MACHO (Alcock et al. 2001), and the
limit based on disk stability (Lacey & Ostriker 1985), respectively. Our limits
from the 3.′′5 < ∆θ < 900′′ sample are represented as a solid line.

provided that the combined limits from the three curves ruled
out each mass separately.
Hence, the only remaining window open for MACHOs

would be black holes with a mass function strongly peaked
atM ∼ 35 M!. Even this model is more strongly constrained
than shown Figure 7 because the MACHO (Alcock et al.
2001) results and our results each separately place weak limits
on this model, which when combined comes close to ruling it
out.

7. CONCLUSIONS

In this paper, we have investigated the evolution of halo
wide binaries in the presence of MACHOs and estimated
upper limits of MACHO density as a function of their as-
sumed mass by comparing our simulations to the sample of
halo wide binaries of CG. We exclude MACHOs with masses
M > 43 M! at the standard local halo density ρH at the 95%
confidence level.
MACHOs have been a major dark-matter candidate ever

since observations first established that this mysterious sub-
stance dominates the mass of galaxies. Prodigious efforts over
several decades have gradually whittled down the mass range
allowed to this dark-matter candidate. However, the window
for MACHOs with 30 M! ! M ! 103 M! remained com-
pletely open while constraints in the range 103 M! ! M !
106 M! were somewhat model dependent. Our new limits on
MACHOsM > 43 M! all but close this window.

We are grateful to Éric Aubourg and Kim Griest for pro-
viding data for Figure 7. We thank John Bahcall, Bohdan
Paczyński, and especially Scott Tremaine for valuable com-
ments that significantly improved the paper. A detailed cri-
tique by referee Terry Oswalt also greatly improved the pa-
per. This work was supported by grant AST 02-01266 from
the NSF.

APPENDIX

IONIZED BINARIES

After disruption of a binary system, the two ionized members remain in similar Galactic orbit, so it is only the separation along
the direction of the orbital motion that can keep increasing, while the perpendicular separation oscillates.
In the Coulomb regime, the average post-ionization gain in the relative velocity of binaries along the orbital direction is (see

eq.[5]),
√

〈

v2‖

〉

=

√

32πG2ρM∆t

3v
lnΛ, (A1)

where ∆t is the remaining time to 10 Gyr after disruption. For a diffusive process that is uniform over time∆t, the root-mean-
square separation parallel to the orbital motion is

√

〈

d2‖

〉

=

√

〈

v2‖

〉

∆t2

3
= 2000 pc

(

ρ

ρH

)1/2(
M

30M!

)1/2
(

v

300 km s!1

)!1/2
(

lnΛ

5.1

)1/2(
∆t

10 Gyr

)3/2

, (A2)

where the Coulomb logarithm is calculated at the scaled quantities.
For a conservative limit of the tidal radius, at = 3 pc, the time required for ionized binaries to separate farther than at is 0.13 Gyr,

so that only binaries ionizing within the last ∼ 1% of the age of the Galaxy have a significant chance to be confused with bound
systems, even for the lowest mass perturbers that we can effectively probe. In the tidal limit, binaries escape with characteristic
velocities of the transition separation∼ 104 AU, i.e., 300 m s!1. Hence, they drift one tidal radius in only 10 Myr, so their impact
is even smaller. Nevertheless, since there are only a handful of binaries in the widest-separation bins, it is important to make a
careful estimate of the contribution from ionizing binaries. We take account of ionized binaries in the simulations as follows.
Binaries are considered ionized either when they have positive energy or they have a > at . They are then assigned a relative
velocity equal to their escape velocity in the former case, or zero in the latter. A random orbital direction is chosen. The ionized
binaries in the Coulomb regime then continue to suffer perturbations to the end of the simulations whose effect we calculate
using equation (A1) and (A2). At the end of the simulation, the binary is assigned a transverse separation drawn randomly from
a sinusoidal distribution of amplitude,

d⊥,MAX =
v⊥

Ω
= 26 pc

(

v⊥

km s!1

)

, (A3)

where v⊥ is the final transverse velocity, Ω =
√
2vc/R0 is the epicyclic frequency, and R0 is the Galactocentric distance. Finally,

we “observe” the ionized binary from a random orientation and record the projected separation. We find that the ionized binaries

Yoo et al. 2003



Case for Weak Scale Dark Matter 

‣ Low baryon density (BBN) 

‣ CMB and large-scale structure dissipation-less matter component 

‣Standard Model extensions pick out weak scale for new physics 

‣ Particles with weak-scale annihilation cross section have relic abundance 
near the critical density   

‣ Simplest model assumption (e.g. ‘crossing symmetry’) imply a WIMP-quark 
cross section ~10-36 cm2 

FIG. 1: Feynman diagrams that contribute to the total annihilation cross section: (a) the tree level

diagram, (b-d) t-channel squark exchange, and (e-j) s-channel Z and Higgs exchanges.

A. Neutralino annihilation cross section

The behavior of the annihilation cross section depends on the composition of the neu-

tralino. Throughout this paper we assume that the LSP is largely gaugino as motivated by

mSUGRA models [4]. The processes that contribute to the cross section up to order α2
s and

one loop are shown in Fig. 1. The tree-level diagram is shown in Fig. 1(a). Figures 1(b-d)

show the diagrams with t-channel squark exchange, whereas (e-j) show the diagrams with

s-channel Z, H0, h0, A0 exchanges. The gauge and Higgs bosons couple to the Higgsino part

of the LSP and thus their contributions are suppressed for a mostly-gaugino neutralino.1

The corresponding suppression factors for the s- and p-wave terms in the cross section are

given in Table I.

B. The anomaly equation

The leading contribution to neutralino annihilation via exchange of a squark of mass

M̃ , shown in Fig. 1(a), can be reduced to an effective vertex described by a dimension-six

operator suppressed by M̃2,

L = (c/M̃2)O6 , O6 = (χγµγ5χ)(qγµγ5q) , (1)

1 The Higgsino fraction suppression can be removed at the cost of going to one loop [5].

3



 WIMP Detection Basics

‣mass density of Galactic WIMPs is approx. 0.3 GeV/cm3. 

‣WIMPs move around Galaxy with a speed of about 10-3c

‣Assuming a WIMP mass of 50 GeV/c2, the kinetic energy is ~ 50 keV

‣WIMP mean free path ~ 107 km 

‣WIMP interaction rate in 1 kg of Ge ~ 1/105 s-1

CDMS talk,
D. Balakishiyeva



WIMP Interactions

‣Cross section:

‣Spin-Independent (SI) 

‣Spin-dependent (SD)

ΩX ∝ 1
〈σv〉 ∼

m2
W

g4
W

(1)

√
αW ∝ gW

L ⊃ αs
qχ̄χq̄q + αV

q χ̄γµχq̄γµq (2)

1

ΩX ∝ 1
〈σv〉 ∼

m2
W

g4
W

(1)

√
αW ∝ gW

L ⊃ αs
qχ̄χq̄q + αV

q χ̄γµχq̄γµq (2)

L ⊃ αA
q (χ̄γµγ5χ) (q̄γµγ5q) (3)

L ⊃ αA
q εµνρσ (Bρ) (4)

1

ΩX ∝ 1
〈σv〉 ∼

m2
W

g4
W

(1)

√
αW ∝ gW

L ⊃ αs
qχ̄χq̄q + αV

q χ̄γµχq̄γµq (2)

L ⊃ αA
q (χ̄γµγ5χ) (q̄γµγ5q) (3)

L ⊃ αA
q εµνρσ (Bρ) (4)

dσ

dER
=

mN

2µ2
Nv2

[
σSI

0 F 2
SI(ER) + σSD

0 F 2
SD(ER)

]
(5)

1

Energy spectrum at detector

We also investigate whether the preferred regions for the DAMA modulation signal

can be made consistent with CoGeNT. Typically, the DAMA region requires a signifi-

cantly lower cross section than CoGeNT, however this assumes the level of channeling

that the DAMA collaboration has claimed from Monte Carlo simulations [10]. In some

models, it is possible to get consistency between them. This typically requires lowering

the CoGeNT DM contribution by introducing additional background and/or reducing the

amount of channeling in NaI crystals to raise the required cross section for DAMA. For

certain specialized cases, it is even possible to get consistency by only moving DAMA up

by a reduction in channeling. This raises the possibility of consistency with all constraints,

while simultaneously explaining CoGeNT and DAMA as true DM signals.

The outline for the rest of the paper is as follows. In Section 2, we discuss how we

interpret the potential signals of CoGeNT and DAMA and how we derive constraints from

the other direct detection experiments that impact light mass WIMPs. Those who are in-

terested in our main results can skip to Section 3, where we begin our discussion on whether

WIMPs which scatter with spin independent interactions can explain the data. We will

find that there is tension between the signals and constraints for the standard assumption

of equal proton and neutron couplings. The inclusion of a background opens regions of

parameter space, but the points in these regions generally fail to explain at least half of the

events in some bin below 1 keVee. In Section 4, we discuss alternative scenarios, starting

with generalized couplings for protons and neutrons, spin dependent scattering, moving

on to momentum dependent interactions and finally, inelastic DM. For these scenarios,

we find that generalized couplings along with momentum dependent interactions are the

most promising in terms of explaining all experiments. We also comment on the types of

models which might explain the necessary couplings and interactions. Models where the

DM annihilates into and interacts via a new light boson provide simple explanations for

most scenarios we consider. Finally, in Section 5, we conclude.

2. Methodology

For DM scattering, the recoil rate at direct detection experiments can be written as

dR

dER
=

NTmNρχ
2mχµ2

σ(q2)

∫ ∞

vmin

f(v)

v
dv. (2.1)

Here NT is the number of target nuclei per unit mass of the detector, mN is the nucleus

mass, µ is the reduced mass of the WIMP/target nucleus system, and ρχ is the local

DM mass density1, mχ is the DM mass, σ(q2) is the DM-nucleus momentum dependent

cross-section, q =
√
2mNER, and f(v) is the local DM speed distribution.

For spin independent (SI) interactions, we have

σSI(q
2) =

4G2
Fµ

2

π
[Zfp + (A− Z)fn]

2 F 2(q2), (2.2)

1For the rest of this paper we will choose ρχ = 0.3 GeV/ cm3, but see [11] for a recent discussion of

this quantity. The precise value does not modify any of the comparisons between experiments made below

since it is a common factor affecting all the different experiments in the same manner.
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FIG. 4: 90% C.L. upper limits on the WIMP-nucleon spin-
independent cross section as a function of WIMP mass. The
red (upper) solid line shows the limit obtained from the ex-
posure analyzed in this work. The solid black line shows
the combined limit for the full data set recorded at Soudan.
The dotted line indicates the expected sensitivity for this ex-
posure based on our estimated background combined with
the observed sensitivity of past Soudan data. Prior results
from CDMS [11], EDELWEISS II [12], XENON10 [13], and
ZEPLIN III [14] are shown for comparison. The shaded re-
gions indicate allowed parameter space calculated from cer-
tain Minimal Supersymmetric Models [20, 21] (Color online.)

a doubling of previously analyzed exposure, the observa-
tion of two events leaves the combined limit, shown in
Fig. 4, nearly unchanged below 60 GeV/c2 and allows
for a modest strengthening in the limit above this mass.

We have also analyzed our data under the hypothesis
of WIMP inelastic scattering [23], which has been pro-
posed to explain the DAMA/LIBRA data [24] . We com-
puted DAMA/LIBRA regions allowed at the 90% C.L.
following the χ2 goodness-of-fit technique described in
[25], without including channeling effects [26]. Limits
from our data and that of XENON10 [27] were com-
puted using the Optimum Interval Method [22]. Re-
gions excluded by CDMS and XENON10 were defined
by demanding the 90% C. L. upper limit to completely
rule out the DAMA/LIBRA allowed cross section in-
tervals for allowed WIMP masses and mass splittings.
The results are shown in Fig. 5. The CDMS data dis-
favor all but a narrow region of the parameter space al-
lowed by DAMA/LIBRA that resides at a WIMP mass
of ∼100 GeV/c2 and mass splittings of 80–140 keV.

The data presented in this work constitute the final
data runs of the CDMS II experiment and double the
analyzed exposure of CDMS II. We observed two can-
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didate events. These data, combined with our previous
results, produce the strongest limit on spin-independent
WIMP-induced nuclear scattering for WIMP masses
above 42GeV/c2 ruling out new parameter space.
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Time-dependent direct detection

‣ Annual modulation (Drukier, Freese, Spergel, 1986)

‣ Directional detection (Spergel, 1988)
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Fig. 1. Hammer-Aitoff projection of the WIMP flux in Galactic coordinates. A WIMP mass of
100 GeV has been assumed (from Ref. 12).
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Fig. 2. (left) The daily rotation of the Earth introduces a modulation in recoil angle, as measured
in the laboratory frame. (right) Magnitude of this daily modulation for seven lab-fixed directions,
specified as angles with respect to the Earth’s equatorial plane. The solid line corresponds to zero
degrees, and the dotted, dashed, and dash-dot lines correspond to ±18◦, ±54◦ and ±90◦, with
negative angles falling above the zero degree line and positive angles below. The ±90◦ directions
are co-aligned with the Earth’s rotation axis and therefore exhibit no daily modulation. This
calculation assumes a WIMP mass of 100 GeV and CS2 target gas. (from Ref. 13).

the WIMP origin of the dark matter interaction candidate events.11 This is often
referred to as the materials signal. In practice, this would require the detection of a
large number of events with both targets (in order to measure the energy spectra),
the operation of experiments in similar background environments, and accurate
calculations of the nuclear form factors.
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FIG. 4: Left: reconstructed energy (keV) for events passing nuclear recoil selection cuts (black points with statistical errors),
and the predicted neutron-induced background (magenta line). Center: reconstructed φreduced (radians) vs. energy (keV)
for events passing nuclear recoil selection cuts (black points) in the dark matter search energy range, and the simulation
prediction for 100 GeV/c2 mass WIMPs. Right: 90% confidence level limit on the spin-dependent WIMP-proton cross section
vs. dark matter particle mass from DMTPC surface data (black solid line), compared with the NEWAGE [15] underground
directional result (red dashed line), and the two leading limits from conventional detectors, KIMS [16] (green dash-dotted line)
and PICASSO [17] (blue dash-dotted line). The projected sensitivity for DMTPC at WIPP, with 1 year exposure (black dashed
line), and a 1 m3 detector at WIPP with 50 keV energy threshold (black dotted line), are also shown.

events remaining after all background cuts are shown in
Figure 3 (right), compared to WIMP Monte Carlo.

We set a limit on the spin-dependent WIMP-proton in-
teraction cross section using the method described in [10].
The signal efficiency is calculated from the WIMP Monte
Carlo simulation. The analysis energy window, 80-200
keV, is chosen to maximize the integral above threshold
of the product of efficiency and predicted WIMP-induced
recoil spectrum (for mWIMP = 200 GeV/c2); this aver-
aged efficiency is maximized at 70% at 80 keV thresh-
old energy. There are 105 events after all cuts in 80
< Erecoil < 200 keV, with 74 predicted neutron back-
ground events in this window based on the surface neu-
tron spectrum measurement in [21] (Figure 4, left). We
do not take into account the building around the de-
tector, and so assign 100% uncertainty to the neutron
background and report the limit assuming zero expected
events. Using the Feldman-Cousins method [22], we set a
90% confidence level limit on the spin-dependent WIMP-
proton cross section, shown in Figure 4 (right). Follow-
ing [10], we use the thin-shell spin-dependent form factor
approximation, and the interaction factor C2

Wp = 0.46
for Higgsino-proton coupling. The 90% C.L. cross sec-
tion upper limit is 2.0×10−33 cm2 at 115 GeV/c2 WIMP
mass. If we vary the gain non-uniformity by 100%, the
limit is < 2.3 × 10−33 cm2. If we include the estimated
background of 74 events, the limit is < 8.0× 10−34 cm2.

We evaluate the probability that events passing the
nuclear recoil selection cuts come from an isotropic back-
ground vs. anisotropic WIMP-induced recoil angle dis-
tribution. The Rayleigh statistic is a powerful tool to
analyze the uniformity of a distribution of angles when
looking for a preferred direction [23]. Using the Rayleigh
statistic, we quantify the anisotropy in φreduced, which is

the most sensitive variable to test for anisotropy in the
case of two dimensional readout [24]. φreduced is the dif-
ference between the reconstructed φ and the projection
of the expected dark matter direction at the time of each
event onto the image plane. The φreduced vs. ER dis-
tribution after nuclear recoil selection cuts in is shown
in Figure 4 (center). We find no statistically significant
deviation from a uniform distribution; 36% of the time
uniformly distributed data have a Rayleigh value higher
than that of our candidate events.

III. CONCLUSIONS

We present the first dark matter limit from DMTPC,
σχ−p < 2.0× 10−33 cm2 at 90% C.L., from a 35.7 g-day
surface exposure. The 104 rejection of backgrounds is an
impressive demonstration of the low pressure directional
time projection chamber concept. We find that the back-
grounds in the analysis window of 80-200 keV are con-
sistent with the predicted neutron background. DMTPC
is now building a second-generation detector with radio-
pure materials for operation underground at the Waste
Isolation Pilot Plant in Carlsbad, NM. Radiopure ma-
terials will substantially reduce alpha backgrounds, and
underground operation will lower the expected neutron
background to <1 event/year. Fiducial volume coverage
by CCDs in coincidence with charge readout will elimi-
nate CCD backgrounds. The projected zero background
sensitivity of this detector at WIPP for a 1 year expo-
sure is shown in Figure 4 (right). At the scale of a 1
m3 detector, which the collaboration is actively develop-
ing, this detector technology is competitive with the best
current spin-dependent cross section limits from conven-
tional dark matter detectors, also shown in Figure 4.

DMTPC: arXiv:1006.2928

See Drift talk, 
D. Walker 



Dark Matter ‘Detections’: Modern perspective
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Abstract

The highly radiopure ! 250 kg NaI(Tl) DAMA/LIBRA set-up is running at
the Gran Sasso National Laboratory of the I.N.F.N.. In this paper the first result
obtained by exploiting the model independent annual modulation signature for
Dark Matter (DM) particles is presented. It refers to an exposure of 0.53 ton×yr.
The collected DAMA/LIBRA data satisfy all the many peculiarities of the DM
annual modulation signature. Neither systematic effects nor side reactions can
account for the observed modulation amplitude and contemporaneously satisfy all
the several requirements of this DM signature. Thus, the presence of Dark Matter
particles in the galactic halo is supported also by DAMA/LIBRA and, considering
the former DAMA/NaI and the present DAMA/LIBRA data all together (total
exposure 0.82 ton×yr), the presence of Dark Matter particles in the galactic halo
is supported at 8.2 σ C.L..

Keywords: Scintillation detectors, elementary particle processes, Dark Matter

PACS numbers: 29.40.Mc - Scintillation detectors; 95.30.Cq - Elementary particle
processes; 95.35.+d - Dark matter (stellar, interstellar, galactic, and cosmological).

1 Introduction

DAMA/LIBRA is part of the DAMA project, which is mainly based on the develop-
ment and use of low background scintillators [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14,
15].

In particular, the former DAMA/NaI and the present DAMA/LIBRA set-ups have
the main aim to perform a direct detection of Dark Matter (DM) particles in the
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Results from a Search for Light-Mass Dark Matter with a
P-type Point Contact Germanium Detector
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We report on several features present in the energy spectrum from an ultra low-noise germanium
detector operated at 2,100 m.w.e. By implementing a new technique able to reject surface events, a
number of cosmogenic peaks can be observed for the first time. We discuss several possible causes for
an irreducible excess of bulk-like events below 3 keVee, including a dark matter candidate common to
the DAMA/LIBRA annual modulation effect, the hint of a signal in CDMS, and phenomenological
predictions. Improved constraints are placed on a cosmological origin for the DAMA/LIBRA effect.
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We have recently presented first dark matter limits [1]
from the underground operation of p-type point contact
(PPC) germanium detectors. PPCs display an unprece-
dented combination of target mass and reduced electronic
noise, resulting in an enhanced sensitivity to low-energy
rare events. Promising applications in astroparticle and
neutrino physics are expected from this technology [2].

Sources of detector radiocontamination became evi-
dent during operation of a PPC at a depth of 330 m.w.e.
[1]. A new 440 g PPC diode was built with attention
paid to these. The new crystal is a modification of the
BEGe (Broad Energy Germanium) geometry, a commer-
cial quasi-planar PPC design from Canberra Industries.
It is operated in the Soudan Underground Laboratory
(Minnesota, USA). This improved detector, while still
not featuring all possible measures against backgrounds
(electroformed cryostat components, etc.), has delivered
more than one order-of-magnitude background reduction
compared to [1]. The background achieved below ∼3
keVee (keV electron equivalent, i.e., ionization energy),
down to the 0.4 keVee electronic noise threshold, is so far
the lowest reported by any dark matter detector. The
shielding, electronics and basic pulse-shape discrimina-
tion (PSD) are similar to those described in [1], with the
addition of data storage of raw preamplifier traces, and
removal of two internal active shields. An external muon
veto is preserved. Veto-coincident events do not accumu-
late in excess near threshold: we therefore do not apply
veto cuts to present data, to avoid a dead time penalty.

A number of peaks are observed in low-energy spectra

FIG. 1: Decays associated with 71Ge (T1/2 = 11.4d) produced
via thermal neutron activation of a PPC detector (see text).

from ultra-low background germanium detectors. They
originate in activation of the crystal by exposure to cos-
mogenic neutrons and protons at sea level. Long-lived
radioactive products result from their spallation of ger-
manium nuclei. Whenever this progeny decays via elec-
tron capture (EC), the deposited energy can be limited
to the atomic binding energy of the daughter’s captured
electron, released as short-ranged X-rays and Auger elec-
trons. Taking place within the crystal, these are detected
with ∼100% efficiency, giving rise to the observed peaks.
Due to the very short attenuation lengths (few mi-

crons) expected from low-energy X-rays in solids and the

ar
X

iv
:1

0
0
2
.4

7
0
3
v
2
  
[a

st
ro

-p
h
.C

O
] 

 1
6
 M

ar
 2

0
1
0

Results from a Search for Light-Mass Dark Matter with a
P-type Point Contact Germanium Detector

C.E. Aalseth,1 P.S. Barbeau,2 N.S. Bowden,3 B. Cabrera-Palmer,4 J. Colaresi,5 J.I. Collar∗,2 S. Dazeley,3

P. de Lurgio,6 G. Drake,6 J.E. Fast,1 N. Fields,2 C.H. Greenberg,2 T.W. Hossbach,1, 2 M.E. Keillor,1

J.D. Kephart,1 M.G. Marino,7 H.S. Miley,1 M.L. Miller,7 J.L. Orrell,1 D.C. Radford,8 D. Reyna,4

R.G.H. Robertson,7 R.L. Talaga,6 O. Tench,5 T.D. Van Wechel,7 J.F. Wilkerson,7, 9 and K.M. Yocum5

(CoGeNT Collaboration)
1Pacific Northwest National Laboratory, Richland, WA 99352, USA

2Kavli Institute for Cosmological Physics and Enrico Fermi Institute, University of Chicago, Chicago, IL 60637, USA
3Lawrence Livermore National Laboratory, Livermore, CA 94550, USA

4Sandia National Laboratories, Livermore, CA 94550, USA
5CANBERRA Industries, Meriden, CT 06450, USA

6Argonne National Laboratory, Argonne, IL 60439, USA
7Center for Experimental Nuclear Physics and Astrophysics and Department

of Physics, University of Washington, Seattle, WA 98195, USA
8Oak Ridge National Laboratory, Oak Ridge, TN 37831, USA

9Department of Physics and Astronomy, University of North Carolina, NC 27599, USA

We report on several features present in the energy spectrum from an ultra low-noise germanium
detector operated at 2,100 m.w.e. By implementing a new technique able to reject surface events, a
number of cosmogenic peaks can be observed for the first time. We discuss several possible causes for
an irreducible excess of bulk-like events below 3 keVee, including a dark matter candidate common to
the DAMA/LIBRA annual modulation effect, the hint of a signal in CDMS, and phenomenological
predictions. Improved constraints are placed on a cosmological origin for the DAMA/LIBRA effect.

PACS numbers: 85.30.-z, 95.35.+d, 95.55.Vj, 14.80.Mz
∗ Corresponding author. E-mail: collar@uchicago.edu

We have recently presented first dark matter limits [1]
from the underground operation of p-type point contact
(PPC) germanium detectors. PPCs display an unprece-
dented combination of target mass and reduced electronic
noise, resulting in an enhanced sensitivity to low-energy
rare events. Promising applications in astroparticle and
neutrino physics are expected from this technology [2].

Sources of detector radiocontamination became evi-
dent during operation of a PPC at a depth of 330 m.w.e.
[1]. A new 440 g PPC diode was built with attention
paid to these. The new crystal is a modification of the
BEGe (Broad Energy Germanium) geometry, a commer-
cial quasi-planar PPC design from Canberra Industries.
It is operated in the Soudan Underground Laboratory
(Minnesota, USA). This improved detector, while still
not featuring all possible measures against backgrounds
(electroformed cryostat components, etc.), has delivered
more than one order-of-magnitude background reduction
compared to [1]. The background achieved below ∼3
keVee (keV electron equivalent, i.e., ionization energy),
down to the 0.4 keVee electronic noise threshold, is so far
the lowest reported by any dark matter detector. The
shielding, electronics and basic pulse-shape discrimina-
tion (PSD) are similar to those described in [1], with the
addition of data storage of raw preamplifier traces, and
removal of two internal active shields. An external muon
veto is preserved. Veto-coincident events do not accumu-
late in excess near threshold: we therefore do not apply
veto cuts to present data, to avoid a dead time penalty.

A number of peaks are observed in low-energy spectra

FIG. 1: Decays associated with 71Ge (T1/2 = 11.4d) produced
via thermal neutron activation of a PPC detector (see text).

from ultra-low background germanium detectors. They
originate in activation of the crystal by exposure to cos-
mogenic neutrons and protons at sea level. Long-lived
radioactive products result from their spallation of ger-
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with ∼100% efficiency, giving rise to the observed peaks.
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crons) expected from low-energy X-rays in solids and the

Dark Matter Search Results from
the CDMS II Experiment
The CDMS II Collaboration*†

Astrophysical observations indicate that dark matter constitutes most of the mass in our universe,
but its nature remains unknown. Over the past decade, the Cryogenic Dark Matter Search
(CDMS II) experiment has provided world-leading sensitivity for the direct detection of weakly
interacting massive particle (WIMP) dark matter. The final exposure of our low-temperature
germanium particle detectors at the Soudan Underground Laboratory yielded two candidate events,
with an expected background of 0.9 T 0.2 events. This is not statistically significant evidence for a
WIMP signal. The combined CDMS II data place the strongest constraints on the WIMP-nucleon
spin-independent scattering cross section for a wide range of WIMP masses and exclude new
parameter space in inelastic dark matter models.

Awide variety of observational evidence
(1) indicates that ~85% of the matter in
our universe is in some nonluminous

form that has thus far eluded laboratory identifi-
cation. The inferred properties of this dark matter
suggest that it is composed of elementary parti-
cles beyond those described in the Standard Mod-
el of particle physics. weakly interacting massive
particles (WIMPs) (2) are a class of candidates to
constitute this dark matter that are particularly
well-motivated by independent considerations of
cosmology and particle physics (3–5). If WIMPs
constitute the dark matter in our galaxy, they
should occasionally scatter elastically off atomic
nuclei in a terrestrial target (6, 7). Laboratory
searches for such scattering events (8–10) establish
their rate to be less than 0.1 per day per kilogram
of target mass, and researchers have begun to test
the most interesting classes of WIMP models.

The Cryogenic DarkMatter Search (CDMS II)
experiment seeks to detect recoiling atomic
nuclei (nuclear recoils) from WIMP-scattering
events using particle detectors operated at cryo-
genic temperatures (<50 mK) (8, 11). Each de-
tector is a semiconductor disk ~10 mm thick and
76 mm in diameter, which is photolithographi-
cally patternedwith sensors to detect the phonons
and ionization generated by incident particles.
These detectors have extraordinary power to dis-
tinguish nuclear recoils (produced by interactions
of WIMPs or neutrons) from the far more com-
mon electron recoils produced by incident pho-
tons and electrons. Nuclear recoils generate less
ionization than electron recoils of the same de-
posited energy, allowing event-by-event rejection
of electron-recoil events with a misidentification
rate of <1 in 104. Electron recoils within a few
mm of the detector surface can suffer from re-
duced ionization collection, but these may be
identified by the relatively fast arrival of their

phonon signals. Combining the ratio of ioniza-
tion to phonon recoil energy (ionization yield)
with the timing of the phonon signals gives an
overall misidentification rate of <1 in 10−6 for
electron recoils.

CDMS II operated an array of 30 such de-
tectors (19 Ge and 11 Si) in a low-radioactivity
installation in the Soudan Underground Labora-
tory, Minnesota, USA (11). The depth of the
experimental facility (713 m below the surface)
greatly reduces the rate of background events
from particle showers induced by cosmic rays.
Nearly all remaining events from this source
were identified using a layer of plastic scintillator
surrounding the detector volume. Inner layers of
lead and polyethylene further shielded the de-
tectors against environmental radioactivity. Data
taken during four periods of stable operation

between July 2007 and September 2008 were
analyzed for this work. Because of their greater
sensitivity to spin-independent WIMP scattering,
only Ge detectors were used to search for WIMP
scatters. After excluding periods of poor detec-
tor performance, a total exposure to WIMPs of
612 kg-days was considered for this work.

After detector calibration, we defined a series
of criteria to identify candidate WIMP-scattering
events. WIMP candidates were required to de-
posit 10 to 100 keVof energy in a single detector,
have the ionization and phonon characteristics of
a nuclear recoil, and have no identifiable energy
deposition in the rest of the array or in the
scintillator shield. These criteria are described
in more detail in the supporting online material
(SOM) text. To avoid unconscious bias, we per-
formed a “blind analysis” in which the exact
selection criteria were defined without prior
knowledge of the content of the signal region or
its vicinity. The fraction of nuclear recoil events
accepted by these criteria was measured using a
calibration sample of nuclear recoil events in-
duced by a 252Cf source. Despite the great dis-
crimination power of this experiment, a small
expected rate of misidentified background events
remains. In the exposure considered here, we ex-
pected to misclassify 0.8 T 0.1 (statistical) T0.2
(systematic) surface electron recoils as WIMP
candidates. We also expect neutrons produced by
cosmic rays and radioactivity to generate an aver-
age of ~0.1 nuclear recoils, which would be in-
distinguishable from WIMP scatters.

After finalizing all selection criteria, we “un-
blinded” to examine the contents of the WIMP
acceptance region (SOM text). We observed two
candidate events at recoil energies of 12.3 keV
and 15.5 keV (Figs. 1 and 2). These events
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Fig. 1. Ionization yield versus
recoil energy for events consistent
with all signal criteria, excluding
yield and timing. The top (bottom)
plot shows events for detector T1Z5
(T3Z4) (see SOM text for detector
nomenclature). The solid red lines
indicate the ionization yield accept-
ance region. The vertical dashed line
represents the recoil energy thresh-
old, and the slopingmagenta dashed
line is the ionization threshold.
Events with phonon timing charac-
teristics consistent with our selec-
tion criteria are shown with round
markers. The candidate events are
the round markers between the red
lines.
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Dark Matter Search Results from
the CDMS II Experiment
The CDMS II Collaboration*†

Astrophysical observations indicate that dark matter constitutes most of the mass in our universe,
but its nature remains unknown. Over the past decade, the Cryogenic Dark Matter Search
(CDMS II) experiment has provided world-leading sensitivity for the direct detection of weakly
interacting massive particle (WIMP) dark matter. The final exposure of our low-temperature
germanium particle detectors at the Soudan Underground Laboratory yielded two candidate events,
with an expected background of 0.9 T 0.2 events. This is not statistically significant evidence for a
WIMP signal. The combined CDMS II data place the strongest constraints on the WIMP-nucleon
spin-independent scattering cross section for a wide range of WIMP masses and exclude new
parameter space in inelastic dark matter models.

Awide variety of observational evidence
(1) indicates that ~85% of the matter in
our universe is in some nonluminous

form that has thus far eluded laboratory identifi-
cation. The inferred properties of this dark matter
suggest that it is composed of elementary parti-
cles beyond those described in the Standard Mod-
el of particle physics. weakly interacting massive
particles (WIMPs) (2) are a class of candidates to
constitute this dark matter that are particularly
well-motivated by independent considerations of
cosmology and particle physics (3–5). If WIMPs
constitute the dark matter in our galaxy, they
should occasionally scatter elastically off atomic
nuclei in a terrestrial target (6, 7). Laboratory
searches for such scattering events (8–10) establish
their rate to be less than 0.1 per day per kilogram
of target mass, and researchers have begun to test
the most interesting classes of WIMP models.

The Cryogenic DarkMatter Search (CDMS II)
experiment seeks to detect recoiling atomic
nuclei (nuclear recoils) from WIMP-scattering
events using particle detectors operated at cryo-
genic temperatures (<50 mK) (8, 11). Each de-
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76 mm in diameter, which is photolithographi-
cally patternedwith sensors to detect the phonons
and ionization generated by incident particles.
These detectors have extraordinary power to dis-
tinguish nuclear recoils (produced by interactions
of WIMPs or neutrons) from the far more com-
mon electron recoils produced by incident pho-
tons and electrons. Nuclear recoils generate less
ionization than electron recoils of the same de-
posited energy, allowing event-by-event rejection
of electron-recoil events with a misidentification
rate of <1 in 104. Electron recoils within a few
mm of the detector surface can suffer from re-
duced ionization collection, but these may be
identified by the relatively fast arrival of their

phonon signals. Combining the ratio of ioniza-
tion to phonon recoil energy (ionization yield)
with the timing of the phonon signals gives an
overall misidentification rate of <1 in 10−6 for
electron recoils.

CDMS II operated an array of 30 such de-
tectors (19 Ge and 11 Si) in a low-radioactivity
installation in the Soudan Underground Labora-
tory, Minnesota, USA (11). The depth of the
experimental facility (713 m below the surface)
greatly reduces the rate of background events
from particle showers induced by cosmic rays.
Nearly all remaining events from this source
were identified using a layer of plastic scintillator
surrounding the detector volume. Inner layers of
lead and polyethylene further shielded the de-
tectors against environmental radioactivity. Data
taken during four periods of stable operation

between July 2007 and September 2008 were
analyzed for this work. Because of their greater
sensitivity to spin-independent WIMP scattering,
only Ge detectors were used to search for WIMP
scatters. After excluding periods of poor detec-
tor performance, a total exposure to WIMPs of
612 kg-days was considered for this work.

After detector calibration, we defined a series
of criteria to identify candidate WIMP-scattering
events. WIMP candidates were required to de-
posit 10 to 100 keVof energy in a single detector,
have the ionization and phonon characteristics of
a nuclear recoil, and have no identifiable energy
deposition in the rest of the array or in the
scintillator shield. These criteria are described
in more detail in the supporting online material
(SOM) text. To avoid unconscious bias, we per-
formed a “blind analysis” in which the exact
selection criteria were defined without prior
knowledge of the content of the signal region or
its vicinity. The fraction of nuclear recoil events
accepted by these criteria was measured using a
calibration sample of nuclear recoil events in-
duced by a 252Cf source. Despite the great dis-
crimination power of this experiment, a small
expected rate of misidentified background events
remains. In the exposure considered here, we ex-
pected to misclassify 0.8 T 0.1 (statistical) T0.2
(systematic) surface electron recoils as WIMP
candidates. We also expect neutrons produced by
cosmic rays and radioactivity to generate an aver-
age of ~0.1 nuclear recoils, which would be in-
distinguishable from WIMP scatters.

After finalizing all selection criteria, we “un-
blinded” to examine the contents of the WIMP
acceptance region (SOM text). We observed two
candidate events at recoil energies of 12.3 keV
and 15.5 keV (Figs. 1 and 2). These events
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Fig. 1. Ionization yield versus
recoil energy for events consistent
with all signal criteria, excluding
yield and timing. The top (bottom)
plot shows events for detector T1Z5
(T3Z4) (see SOM text for detector
nomenclature). The solid red lines
indicate the ionization yield accept-
ance region. The vertical dashed line
represents the recoil energy thresh-
old, and the slopingmagenta dashed
line is the ionization threshold.
Events with phonon timing charac-
teristics consistent with our selec-
tion criteria are shown with round
markers. The candidate events are
the round markers between the red
lines.
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Inelastic dark matter

‣ In addition to dark matter, excited state with mass greater by 100 keV 

‣ Elastic scatterings suppressed compared to inelastic

‣ Larger minimum velocity to scatter  

2

I. INTRODUCTION

The DAMA collaboration has observed an annual modulation in the nuclear recoil rates

of their experiment with a confidence level that now exceeds 8σ [1]. This observation is

consistent with weakly interacting massive particles (WIMPs) in the halo striking the target

nuclei slightly less and more often as the Earth moves with and against the WIMP wind.

The WIMP interpretation has been sharply criticized due to its apparent inconsistency with

the null results of several other direct detection experiments, including CDMS and XENON.

In this paper, we demonstrate that inelastic dark matter [2] continues to offer a compelling

explanation of both the annual modulation signal as well as the lack of a reported signal at

CDMS, XENON, ZEPLIN, KIMS, CRESST and other experiments.

Inelastic dark matter (iDM) [2] was originally proposed to reconcile the DAMA annual

modulation observation and null results from CDMS. The basic model is a simple extension

of the standard WIMP model. An inelastic WIMP has two basic properties:

• In addition to the dark matter particle χ, there exists an excited state χ∗, with a mass

mχ∗ − mχ = δ ≈ β2mχ ∼ 100 keV heavier than the dark matter particle.

• Elastic scatterings off of the nucleus, i.e., χN → χN are suppressed, compared with

the inelastic scatterings χN → χ∗N .

The splitting δ is comparable to the kinetic energy of a WIMP in the halo. This causes the

kinematics of the scattering process to be significantly modified compared with a WIMP

that scatters elastically.

The altered scattering kinematics leads to a fundamental difference in how an inelastic

WIMP shows up in direct detection experiments: only those with sufficient kinetic energy

to upscatter into the heavier state will scatter off nuclei. The minimum velocity to scatter

with a deposited energy ER is

βmin =

√

1

2mNER

(

mNER

µ
+ δ

)

, (1)

where mN is the mass of the target nucleus and µ is the reduced mass of the WIMP/target

nucleus system. This minimum velocity requirement means that experiments tend to probe

only the higher velocity region of the WIMP halo velocity distribution. This simple mod-

ification leads to three key features that change the relative sensitivities of dark matter

experiments. Specifically [2, 3],

‣ Heavy targets favored over light targets 

‣ Modulation signal can be significantly enhanced

‣ Elimination or suppression of events at low energy 

e.g. Chang et al., arXiv:0807.2250
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FIG. 9: Allowed parameter space for vesc = 500 km/s, v0 = 220 km/s. The dark lines are from
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data from the recent commissioning run. The red and green lines are the 90% and 99% confidence-

level contours using the DAMA-LIBRA data alone, as described in the text.
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Light WIMPs: A CoGeNT Interpretation?

‣ Difficult to reconcile with other evidences for light WIMPs (Chang et al., 
arXiv:1004.0697)

‣ In contrast to previous studies (Fitzpatrick et al., arXiv:1003:0014) 3

FIG. 3: Low-energy spectrum after all cuts, prior to efficiency
corrections. Arrows indicate expected energies for all viable
cosmogenic peaks (see text). Inset: Expanded threshold re-
gion, showing the 65Zn and 68Ge L-shell EC peaks. Over-
lapped on the spectrum are the sigmoids for triggering ef-
ficiency (dotted), trigger + microphonic PSD cuts (dashed)
and trigger + PSD + rise time cuts (solid), obtained via high-
statistics electronic pulser calibrations. Also shown are ref-
erence signals (exponentials) from 7 GeV/c2 and 10 GeV/c2

WIMPs with spin-independent coupling σSI = 10−4pb.

Fig. 3 displays Soudan spectra following the rise time
cut, which generates a factor 2-3 reduction in background
(Fig. 2). Modest PSD cuts applied against microphonics
are as described in [1]. This residual spectrum is domi-
nated by events in the bulk of the crystal, like those from
neutron scattering, cosmogenic activation, or dark mat-
ter particle interactions. Several cosmogenic peaks are
noticed, many for the first time. All cosmogenic prod-
ucts capable of producing a monochromatic signature are
indicated. Observable activities are incipient for all.

We employ methods identical to those in [1] to ob-
tain Weakly Interacting Massive Particle (WIMP) and
Axion-Like Particle (ALP) dark matter limits from these
spectra. The energy region employed to extract WIMP
limits is 0.4-3.2 keVee (from threshold to full range of
the highest-gain digitization channel). A correction is
applied to compensate for signal acceptance loss from
cumulative data cuts (solid sigmoid in Fig. 3, inset).
In addition to a calculated response function for each
WIMP mass [1], we adopt a free exponential plus a
constant as a background model to fit the data, with
two Gaussians to account for 65Zn and 68Ge L-shell
EC. The energy resolution is as in [1], with parameters
σn=69.4 eV and F=0.29. The assumption of an irre-
ducible monotonically-decreasing background is justified,
given the mentioned possibility of a minor contamination
from residual surface events and the rising concentration

FIG. 4: Top panel: 90% C.L. WIMP exclusion limits from
CoGeNT overlaid on Fig. 1 from [6]: green shaded patches
denote the phase space favoring the DAMA/LIBRA annual
modulation (the dashed contour includes ion channeling).
Their exact position has been subject to revisions [7]. The
violet band is the region supporting the two CDMS candi-
date events. The scatter plot and the blue hatched region
represent the supersymmetric models in [8] and their uncer-
tainties, respectively. Models including WIMPs with mχ ∼7-
11 GeV/cm2 provide a good fit to CoGeNT data (red contour,
see text). The relevance of XENON10 constraints in this low-
mass region has been questioned [14]. Bottom panel: Limits
on axio-electric coupling gaēe for pseudoscalars of mass ma

composing a dark isothermal galactic halo (see text).

towards threshold that rejected events exhibit. A sec-
ond source of possibly unaccounted for low-energy back-
ground are the L-shell EC activities from observed cos-
mogenics lighter than 65Zn. These are expected to con-
tribute < 15% of the counting rate in the 0.5-0.9 keVee
region (their L-shell/K-shell EC ratio is ∼ 1/8 [5]). A
third possibility, quantitatively discussed below, consists
of recoils from unvetoed muon-induced neutrons.

Fig. 4 (top) displays the extracted sensitivity in spin-
independent coupling (σSI) vs. WIMP mass (mχ). For
mχ in the range ∼7-11 GeV/c2 the WIMP contribu-
tion to the model acquires a finite value with a 90%
confidence interval incompatible with zero. The bound-
aries of this interval define the red contour in Fig. 4.
However, the null hypothesis (no WIMP component in
the model) fits the data with a similar reduced chi-
square χ2/dof =20.4/20 (for example, the best fit for
mχ = 9 GeV/c2 provides χ2/dof =20.1/18 at σSI =
6.7 × 10−41cm2). It has been recently emphasized [6]
that light WIMP models [1, 8, 9] provide a common ex-

CoGeNT collaboration 2010

We also investigate whether the preferred regions for the DAMA modulation signal

can be made consistent with CoGeNT. Typically, the DAMA region requires a signifi-

cantly lower cross section than CoGeNT, however this assumes the level of channeling

that the DAMA collaboration has claimed from Monte Carlo simulations [10]. In some

models, it is possible to get consistency between them. This typically requires lowering

the CoGeNT DM contribution by introducing additional background and/or reducing the

amount of channeling in NaI crystals to raise the required cross section for DAMA. For

certain specialized cases, it is even possible to get consistency by only moving DAMA up

by a reduction in channeling. This raises the possibility of consistency with all constraints,

while simultaneously explaining CoGeNT and DAMA as true DM signals.

The outline for the rest of the paper is as follows. In Section 2, we discuss how we

interpret the potential signals of CoGeNT and DAMA and how we derive constraints from

the other direct detection experiments that impact light mass WIMPs. Those who are in-

terested in our main results can skip to Section 3, where we begin our discussion on whether

WIMPs which scatter with spin independent interactions can explain the data. We will

find that there is tension between the signals and constraints for the standard assumption

of equal proton and neutron couplings. The inclusion of a background opens regions of

parameter space, but the points in these regions generally fail to explain at least half of the

events in some bin below 1 keVee. In Section 4, we discuss alternative scenarios, starting

with generalized couplings for protons and neutrons, spin dependent scattering, moving

on to momentum dependent interactions and finally, inelastic DM. For these scenarios,

we find that generalized couplings along with momentum dependent interactions are the

most promising in terms of explaining all experiments. We also comment on the types of

models which might explain the necessary couplings and interactions. Models where the

DM annihilates into and interacts via a new light boson provide simple explanations for

most scenarios we consider. Finally, in Section 5, we conclude.

2. Methodology

For DM scattering, the recoil rate at direct detection experiments can be written as

dR

dER
=

NTmNρχ
2mχµ2

σ(q2)

∫ ∞

vmin

f(v)

v
dv. (2.1)

Here NT is the number of target nuclei per unit mass of the detector, mN is the nucleus

mass, µ is the reduced mass of the WIMP/target nucleus system, and ρχ is the local

DM mass density1, mχ is the DM mass, σ(q2) is the DM-nucleus momentum dependent

cross-section, q =
√
2mNER, and f(v) is the local DM speed distribution.

For spin independent (SI) interactions, we have

σSI(q
2) =

4G2
Fµ

2

π
[Zfp + (A− Z)fn]

2 F 2(q2), (2.2)

1For the rest of this paper we will choose ρχ = 0.3 GeV/ cm3, but see [11] for a recent discussion of

this quantity. The precise value does not modify any of the comparisons between experiments made below

since it is a common factor affecting all the different experiments in the same manner.

2

‣ Non-standard models, with 
backgrounds, may explain data



Low mass WIMPs?

‣ Leff dependence of limits at low mass?
3

FIG. 2: Expected spectrum of a 10 GeV/c2 WIMP with a
cross section of 1 × 10−41 cm2 (black, solid), a benchmark
case at the lower edge of the DAMA region. The red (dashed)
lines show the spectrum after a convolution with a Poisson
distribution, the blue (thick dashed) line is corrected for the
XENON100 efficiency. The straight lines are the 3 PE and
4 PE thresholds using the lower 90% CL Leff contour of the
global fit as explained in the text.

section of 1 × 10−41 cm2 leaking into the XENON100
signal region, even at a threshold of 4 PE, correspond-
ing to 9.6 keVr in the case of the lower 90% CL Leff

contour. Based on the light WIMP interpretation of the
DAMA annual modulation signal, we would expect to see
a total of 4.4 events above a lowered threshold of 3 PE
(8.2 keVr for the conservative Leff case), taking into ac-
count our reduced detection efficiency at lower energies
(more than 18 events are expected for the best fit Leff

above 3 PE corresponding to 7.0 keVr). As explained in
our manuscript (see Fig. 3 in [1]) no event is observed
leading to an exclusion of this case at 90% CL.

The same effect at the lower end of the WIMP mass
range favored by CoGeNT (7 GeV/c2 WIMP, cross sec-
tions of 0.5 – 1× 10−40 cm2) reduces the expectation to
0.73 – 1.5 events above a threshold of 3 PE in the case
of the lower 90% CL Leff contour. Hence no significant
conflict is found under this assumption and with the lim-
ited exposure used so far. For the global fit with constant
extrapolation of Leff, this region is excluded at 90% CL.

Fig. 3 shows the impact of the conservative choice of
the 90% lower contour of Leff on the upper limits de-
rived from the first XENON100 dataset, both for our
pre-defined threshold of 4 PE and a lower threshold of
3 PE. In general, other uncertainties play a role at low
WIMP masses as well, e.g., the galactic escape velocity.
We used a value of 544 km/s [14]. We further used a lo-
cal WIMP density of 0.3 GeV/cm3 and a solar velocity of
220 km/s, different (and less optimistic) from the values
used in [2]. Our limits are distinctly different from the
curves presented in [2].

In conclusion, we agree with the authors that the cur-

FIG. 3: 90% confidence limits for the global fit of Leff with a
threshold of 4 PE (black), and curves for the 90% lower con-
tour of Leff at thresholds of 4 PE (yellow) and 3 PE (magenta).
We used the following astrophysical parameters: galactic es-
cape velocity = 544 km/s, WIMP density = 0.3 GeV/cm3,
solar velocity = 220 km/s.

rent situation on Leff in LXe is far from optimal and
must be clarified especially at the lowest Xe recoil ener-
gies. However, in our manuscript we have properly taken
into account the uncertainty by using Leff obtained from
a global fit to all published direct measurements and by
cross-checking the results with the lower 90% CL con-
tour together with a very conservative extrapolation for
Er < 5 keVr.
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FIG. 1: All published data on Leff: The black datapoints
– used for the global fit in the XENON100 paper [1] – are
all published direct measurements of Leff. The red data
(Sorensen (XENON10) [5] and Lebedenko (ZEPLINIII) [6])
are from comparisons of data with Monte Carlo simulations.
They were not used on the global fit because of their possibly
larger systematic uncertainties. The three blue solid contours
are the result from a global fit to all direct measurements
(black) in the region from 5 – 100 keVr. The thinner contours
above and below are the ±90% confidence level contours. The
dashed lines below 5 keVr are the extrapolations as explained
in the text. For the first XENON100 data analysis, only the
best fit and the lower 90% CL contour are used.

extrapolation below 5 keVr as explained above. The thin-
ner contours above and below are the ±90% confidence
level contours from this fit. To be very conservative, the
lower contour is logarithmically extrapolated to energies
below 5 keVr, with Leff = 0 around 1 keVr. The slope
of the extrapolation is far from “arbitrary” but fixed by
a fit to the low energy part of the Yale points [7] and
matched to the lower 90% confidence contour at 5 keVr.

The logarithmic extrapolation is very conservative
since a linear extrapolation describes the low energy part
of the data points from ref. [7] equally well, and would re-
sult in a much higher Leff and hence stronger constraints
on low-mass WIMPs. From the three contours in Fig. 1,
only the central (“global fit”) and the lower one (“lower
90% CL contour”) are used in the XENON100 analysis,
as clearly stated in [1].

3. No satisfactory theory describing the behaviour of
Leff in liquid xenon exists so far. The authors state that
a kinematic cutoff to the production of scintillation is
expected whenever the minimum excitation energy Eg of
the system exceeds the maximum possible energy transfer
to an electron by a slow-moving recoil ion, Emax. They
refer to papers by Ahlen&Tarle [9] and Ficenec, Ahlen,
Tarle et al. [10]. These papers deal with protons in or-
ganic scintillators. Their arguments do not necessarily
apply to Xe-Xe collisions. It is known in fact that Lind-
hard theory [11, 12] is not adequate at very low energies,
where mostly the tails of the ion-ion potential are probed

and the Thomas-Fermi treatment becomes a crude ap-
proximation. For Xe-Xe collisions this corresponds to
about 10 keVr. The electron cannot be treated separately
from the Xe atom and the maximum energy transferred
to an electron cannot be given by simple kinematics, as
advocated in [2].
The collision mechanism for heavy ions at very low

energies may be better described by, e.g., the molecu-
lar orbit theory [13], which involves many-body kinemat-
ics. The argument by Collar and McKinsey is based on
two-body kinematics and would not apply for heavy ion
collisions in the energy region concerned here. In fact,
Ficenec et al. [10] state that “No evidence for a response
cutoff is observed at velocities extending well below the
electron-excitation threshold of 6× 10−4c expected from
two-body kinematics” even for protons. Besides, if Emax

for Xe-Xe is 39 keVr, the kinematics argument cannot
explain the scintillation observed below 39 keVr at all.
Apart from the uncertainty in stopping power calcula-
tions which affect directly nuclear quenching, other fac-
tors may affect Leff through electronic quenching. How-
ever, the current experimental and theoretical situation
is such that there is no proven mechanism which justi-
fies a decreasing Leff with decreasing energy, as strongly
advocated by Collar and McKinsey.
We are fully aware of the impact of Leff on the over-

all sensitivity of noble liquid dark matter experiments
and our answer is simply that we will measure it again,
extending it to the lowest possible energies. We need
accurate data on this quantity and, within the XENON
collaboration, we have already developed two new and in-
dependent set-ups optimized to measure the energy and
field dependence of both electron and nuclear recoils in
liquid xenon.
4. Finally, Collar and McKinsey doubt that we have

properly taken into account the effects of the low number
of photoelectrons at our threshold. (Note that this effect
had not been accounted for in the preliminary plots pre-
sented in their reference [17].) We agree that this has a
crucial impact on the XENON100 sensitivity to low mass
WIMPs, however, it is a fact that an imperfect thresh-
old due to a finite energy resolution leads to a mixing of
events below threshold into the sample and vice versa.
Since the expected WIMP spectrum is a steeply falling
exponential (see Fig. 2), many more sub-threshold events
fall in the energy region above threshold than vice versa.
Due to the low number of detected photoelectrons at

the XENON100 threshold, the energy resolution is com-
pletely dominated by counting statistics, therefore the
expected true differential rate is convoluted with a Pois-
son function to account for this behavior. We also point
out that the XENON100 efficiency is still very high down
to 3 PE.
Figure 2 shows the effect of Poisson broadening of our

threshold for a DAMA benchmark case: There is a small
amount of rate from a 10 GeV/c2 WIMP with a cross

XENON100 Collaboration
Talk today,
U. Oberlack

Collar & McKinsey 2010, Savage et al. arXiv:1006.0972
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WIMP mass determintation Anne M. Green

Figure 1: The fractional deviation of the WIMP mass limits from the input mass, (mlim! −m
in
! )/min! , for

exposures E = 3×103,3×104 and 3×105kgday and input cross-section "p = 10−8 pb for the benchmark

SuperCDMS like detector. The solid (dotted) lines are the 95% (68%) confidence limits.

events for a given experiment, Nexpt, is drawn from a Poisson distribution with mean # . We Monte

Carlo generate Nexpt events from the input energy spectrum, from which the maximum likelihood

mass and cross-section for that experiment are calculated. Finally we find the (two-sided) 68% and

95% confidence limits on the WIMP mass from the maximum likelihood masses.

3. Results and discussion

The accuracy with which theWIMPmass could be measured by thebenchmark SuperCDMS [5]

like Ge detector described above is shown in Fig. 1. With exposures of E = 3× 104 and 3×

105 kgday it would be possible to measure the mass of a light, m! ∼ O(50GeV), WIMP with an

accuracy of roughly 25% and 10% respectively. For heavy WIMPs (m! $ 100GeV) even with a

large exposure it will only be possible to place a lower limit on the mass. For very light WIMPs,

m! < O(20GeV), the number of events above the detector energy threshold would be too small to

allow the mass to be measured accurately.

The number of events detected is directly proportional to both the exposure and the cross-

section, therefore these quantities have the greatest bearing on the accuracy of the WIMP mass

determination.

The energy threshold, Eth, and the maximum energy, Emax, above which recoils are not de-

tected/analysed also affect the accuracy with which the WIMP mass can be determined. Increasing

Eth (or decreasing Emax) not only reduces the number of events detected, but also reduces the range

of recoil energies and the accuracy with which the characteristic energy of the energy spectrum,

3

3

FIG. 1: 1σ error ellipses for mχ and D if mχ = 100 GeV,
σSI

p = 10−44 cm2, and ρχ = 0.3 GeV cm−3. Upper left: Fore-
casted errors for 2015-era (yellow) and 2020-era (black) ex-
periments with flat priors on all parameters. Upper center:
Error ellipses assuming a 10% mass prior, flat priors on all
other parameters, for 2015-era experiments. The magenta
ellipse represents errors obtained with the toy WARP experi-
ment and the mass prior, the blue corresponds to the toy LUX
experiment, the red to the toy XENON1T experiment, and
the green to the toy SuperCDMS Phase B. The yellow ellipse
represents errors for the joint analysis of all experiments with
the mass prior. Upper right: Error ellipses with the 10% mass
prior for 2020-era experiments. The blue represents the toy
LUX/ZEP experiment, green for the toy SuperCDMS Phase
C, and magenta for a hypothetical 10-ton argon experiment.
The yellow ellipse shows the errors obtained in a joint analysis
of all three experiments with the mass prior. Lower panels:
Error ellipses if the local dark-matter DF is fixed.

free parameters in the 2020-era experiments. Assuming
a fixed local dark-matter DF will yield significant biases
in mχ and D as well as unrealistically small error bars
[16].

In Fig. 2, I show the 1σ uncertainties in the velocity
parameters. As in Fig. 1, I show the errors for each ex-
periment analyzed with the 10% mass prior for the 2015-
and 2020-era experiments, as well as the errors if all ex-
periments are analyzed together with the mass prior. The
broad degeneracy between vlag and vrms in each exper-
iment is broken since the direction of the degeneracy is
different in each experiment. In the joint analysis, the
uncertainties in the velocity parameters are only slightly
reduced with the addition of the 10% mass prior than if
mχwere a completely free parameter.

In Figs. 3 and 4, I show 1σ uncertainties for differ-
ent, “stream-like” velocity parameters but with the same
particle physics parameters as in Figs. 1 and 2. If
vlag = vrms = 30 km s−1, most nuclear recoils are low in
energy. Thus, experiments such as XENON1T or LUX
which have low energy thresholds are necessary to char-
acterize the velocity and particle-physics parameters, al-

FIG. 2: 1σ errors in the velocity parameters. Left: Errors
obtained in a joint analysis of all 2015-era (yellow) and 2020-
era (black) experiments with flat priors on all parameters.
Center: Error ellipses for each 2015-era experiment analyzed
with a 10% mass prior. The yellow ellipse shows the errors for
the joint analysis. Right: Errors for the 2020-era experiments
and a 10% mass prior. Experiments the same as for Fig. 1.

though high-threshold experiments are not constraining
(this is why the argon experiments are missing on the
plot). In Fig. 3, the 2015-era experiments do a better
job of constraining parameters than the 2020-era exper-
iments because of the lower threshold of XENON1T, al-
though constraints on D are still weak, even with the
mass prior. However, the mass prior significantly im-
proves constraints in vrms.

In Fig. 4, I show constraints assuming vlag =
400 km s−1 and vrms = 30 km s−1. In this case, the typ-
ical nuclear recoil is large (e.g., Eq. (2)), so experiments
with high thresholds or large analysis windows (typical
of germanium and argon experiments) are best able to
constrain parameters. I find that without mass priors,
the degeneracy between mχ and D is large for 2015-era
experiments, but that the velocity parameters are better
constrained. For the 2020-era experiments, the uncer-
tainties on the velocity parameters are tiny even without
mass priors. Constraints on all parameters (except vrms)
improve significantly with the LHC-inspired mass prior.

There are three takeaway points from this initial study.
1) It is possible to glean both particle physics and astro-
physics inferences about dark matter by analyzing exper-
iments together if a signal is seen in at least one. 2) It is
only possible to do this by doing a joint analysis of the
experiments. Each experiment has its own degeneracies,
which are broken by combining the analysis of multiple
experiments. Thus, having many different dark-matter
experiments is a necessary condition for being able to
extract both particle physics and astrophysics properties
of dark matter from data. 3) Dark-matter experiments
are the only probes of the local dark-matter DF. As we
understand in simulations what drives the evolution of
the local dark-matter DF, it should be possible to learn
something about the evolutionary history of the Milky
Way from the local dark-matter velocity distribution as

A. Peter, arXiv:0910.4765v1
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Projected Constraints for future detectors

Approx. 300 (100) events for 50 (500) GeV  WIMP
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FIG. 2: Reconstruction of mχ, σSI
p under various assumptions: dark matter halo parameters fixed to assumed values (solid,

black), marginalizing over baseline halo model (filled/green), marginalizing over conservative halo model (filled/blue). In all
cases inner and outer contours represent 68% and 95% c.l. limits. The red diamond gives the true value. The left panel is for
a 50 GeV WIMP mass, the right panel assumes a 500 GeV WIMP (In the right panel, we only show 68% c.l. for the case of
fixed galactic parameters for clarity). The lower (upper) solid black contours illustrate the bias in the reconstruction assuming
incorrect values for the local dark matter density a factor of 2 above (below) the true value.

component [23] may be considered. Further one may ac-
count for the non-Maxwellian velocity distribution [24],
and a multi-component spectral fit to the WIMP and
astrophysical background spectra may be incorporated
[25, 26]. An analysis along these lines will be crucial to
interpret the limits and measurements from forthcoming
direct detection experiments.
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Very recent studies: astrophysical systematics

‣Catena & Ullio 2009: MCMC; local density strongly peaked at 0.4 GeV cm-3 (See 
previous work: Dehnen & Binney 1998; Widrow, Pym, & Dubinski 2008)

‣Weber & de Boer 2009: Correlations of local density with halo scalelength weaken 
constraints 

‣Ling et al. 2009: Milky Way halo with baryons; velocity distribution more platykurtic than 
DM-only simulations. High velocity tail suppressed. 

‣Pato et al. 2010: disk orientation in numerical simulations

Figure 6: Marginal posterior pdf for the local Dark Matter density.Top left panel: assuming an Einasto
profile and applying all the constraints. Top right panel: assuming an Einasto profile and applying
different subsets of constraints. Global constraints include M(< 50kpc), M(< 100kpc) and Σ|z|<1.1kpc.
Tracers constraints include the local standard of rest data, the terminal velocities and data referring to
the high mass star forming regions. Bottom left panel: assuming a NFW profile and applying all the
constraints. Bottom right panel: assuming a Burkert profile and applying all the constraints. Curves
and bars have the same meaning as in the previous plots.
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Theory of dark matter halos

Vogelsberger et al., MNRAS 2009

Measured distribution of 
speeds near solar circle 
implies 10% variation relative 
to multivariate gaussian fit

Kamionkowski & Koushiappas 2008

Including substructure, local density 
probably not less than 1/2 the 
canonical value

Phase-space structure in the local dark matter distribution 3

for all six halos with about 200 million particles within R200. Fur-

ther details of the halos and their characteristics can be found in

Springel et al. (2008).

In the following analysis we will often compare the six level-2

resolution halos, Aq-A-2 to Aq-F-2. To facilitate this comparison,

we scale the halos in mass and radius by the constant required to

give each a maximum circular velocity of Vmax = 208.49 km/s,
the value for Aq-A-2. We will also sometimes refer to a coordi-

nate system that is aligned with the principal axes of the inner halo,

and which labels particles by an ellipsoidal radius rell defined as

the semi-major axis length of the ellipsoidal equidensity surface on

which the particle sits. We determine the orientation and shape of

these ellipsoids as follows. For each halo we begin by diagonal-

ising the moment of inertia tensor of the dark matter within the

spherical shell 6 kpc < r < 12 kpc (after scaling to a com-
mon Vmax). This gives us a first estimate of the orientation and

shape of the best fitting ellipsoid. We then reselect particles with

6 kpc < rell < 12 kpc, recalculate the moment of inertia tensor
and repeat until convergence. The resulting ellipsoids have minor-

to-major axis ratios which vary from 0.39 for Aq-B-2 to 0.59 for
Aq-D-2. The radius restriction reflects our desire to probe the dark

matter distribution near the Sun.

3 SPATIAL DISTRIBUTIONS

The density of DM particles at the Earth determines the flux of

DM particles passing through laboratory detectors. It is important,

therefore, to determine not only the mean value of the DM density

8 kpc from the Galactic Centre, but also the fluctuations around this

mean which may result from small-scale structure.

We estimate the local DM distribution at each point in our

simulations using an SPH smoothing kernel adapted to the 64

nearest neighbours. We then fit a power law to the resulting dis-

tribution of ln ρ against ln rell over the ellipsoidal radius range

6 kpc < rell < 12 kpc. This defines a smooth model density
field ρmodel(rell). We then construct a density probability distribu-
tion function (DPDF) as the histogram of ρ/ρmodel for all particles

in 6 kpc < rell < 12 kpc, where each is weighted by ρ−1 so that

the resulting distribution refers to random points within our ellip-

soidal shell rather than to random mass elements. We normalise the

resulting DPDFs to have unit integral. They then provide a prob-

ability distribution for the local dark matter density at a random

point in units of that predicted by the best fitting smooth ellipsoidal

model.

In Fig. 1 we show the DPDFs measured in this way for all

resimulations of Aq-A (top panel) and for all level-2 halos after

scaling to a common Vmax (bottom panel). Two distinct compo-

nents are evident in both plots. One is smoothly and log-normally

distributed around ρ = ρmodel, the other is a power-law tail to high

densities which contains less than 10−4 of all points. The power-

law tail is not present in the lower resolution halos (Aq-A-3, Aq-

A-4, Aq-A-5) because they are unable to resolve subhalos in these

inner regions. However, Aq-A-2 and Aq-A-1 give quite similar re-

sults, suggesting that resolution level 2 is sufficient to get a reason-

able estimate of the overall level of the tail. A comparison of the six

level 2 simulations then demonstrates that this tail has similar shape

in different halos, but a normalisation which can vary by a factor

of several. In none of our halos does the fraction of the distribu-

tion in this tail rise above 5× 10−5. Furthermore, the arguments of

Springel et al (2008) suggest that the total mass fraction in the in-

ner halo (and thus also the total volume fraction) in subhalos below
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Figure 2. Top four panels: Velocity distributions in a2 kpc box at the Solar
Circle for halo Aq-A-1. v1, v2 and v3 are the velocity components parallel

to the major, intermediate and minor axes of the velocity ellipsoid; v is the
modulus of the velocity vector. Red lines show the histograms measured

directly from the simulation, while black dashed lines show a multivari-

ate Gaussian model fit to the individual component distributions. Residuals

from this model are shown in the upper part of each panel. The major axis

velocity distribution is clearly platykurtic, whereas the other two distribu-

tions are leptokurtic. All three are very smooth, showing no evidence for

spikes due to individual streams. In contrast, the distribution of the velocity

modulus, shown in the upper left panel, shows broad bumps and dips with

amplitudes of up to ten percent of the distribution maximum.Lower panel:

Velocity modulus distributions for all 2 kpc boxes centred between 7 and
9 kpc from the centre of Aq-A-1. At each velocity a thick red line gives the
median of all the measured distributions, while a dashed black line gives

the median of all the fitted multivariate Gaussians. The dark and light blue

contours enclose 68% and 95% of all the measured distributions at each ve-

locity. The bumps seen in the distribution for a single box are clearly present

with similar amplitude in all boxes, and so also in the median curve. The

bin size is 5 km/s in all plots.
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FIG. 1: The local dark-matter-density probability distri-
bution function P (ρ) for the analytic model, as a func-
tion of the density ρ scaled by the mean density ρ!, for
{f(ρ!), α} = {0.05, 0} (black solid curve), {0.2, 0}, (dotted
red curve), {0.05, 1}, (short-dash blue curve) {0.2, 1} (long-
dash green curve). We smooth the Dirac delta function for
the smooth component to a Gaussian of rms one-tenth the
smooth-component density. The power-law tails are due to
subhalos.

For a power-law f(ρ1) = f(ρ!)(ρ1/ρ!)−α (and α > 0),

F (ρ1) = 1 − exp

{

−
f

α

[

1 −

(

ρ1

ρmax

)]}

, (7)

and if α is not too small (α ≥ 0.5 ), the dependence
on the cutoff density ρmax disappears. In that case,
F (ρ!) # 1 − exp[−f(ρ!)/α] # f(ρ!)/α, where the
last approximation valid for f(ρ!) $ α. One guess
for f(ρ1) is that it is inversely proportional to the for-
mation time t ∝ ρ−1/2 for halos of density ρ. If so,
then F (ρ!) # 2f(ρ!) is the fraction of the Milky Way
mass that is in subhalos, roughly 20% for f(ρ!) = 0.1.
A stronger dependence on ρ1 would result in a smaller
F (ρ!). It is then straightforward to calculate the PDF
P (ρ) to find power-law dependence P (ρ) ∝ ρ−(2+α) for
densities above the smooth density.

B. Results and Discussion

To illustrate, Fig. 1 shows the PDFs, on a log-log plot,
for four combinations of the parameters f(ρ!) and α in
the model. The distributions feature a high-density tail
(close to a power-law), due to the fraction (1−F ) of the
mass that is in substructure. Also shown is a smooth

component at a density ρsm < ρ!; for purposes of illus-
tration, we smooth the Dirac delta-function dependence
of this smooth component to a Gaussian of rms one-tenth
the smooth-component density. The Figure shows that
as f(ρ!) is increased, the amplitude of the high-density
tail is increased at the expense of the smooth compo-
nent. We also see that increasing α increases the smooth-
component density while decreasing the amplitude of the
high-density tail.

Table I provides numerical results for the smooth-
component density, the fraction of the volume occupied
by the smooth component, and the annihilation enhance-
ment B (discussed in more detail below) for PDFs P (ρ)
parameterized by the survival fraction f(ρ!) and the
survival-fraction power-law index α.

Here are some comments and general conclusions from
these results so far:

(1) If f(ρ!) is roughly f ! 0.2 as suggested by nu-
merical simulations, then the reduction in the smooth-
component density is no less than 30% the mean den-
sity. The implied fractional uncertainty in the local dark-
matter density is thus not too much larger than that
(roughly factor of two) implied by uncertainties in the
stellar/gas contribution to the local rotation curve, or
the uncertainties that arise if we allow for a flattened halo
(which generally increase the local dark-matter density).

f(ρ!) α ρsmooth smooth fraction B

0.05 0 0.75 95% 47

0.1 0 0.56 91% 88

0.2 0 0.3 83% 156

0.05 0.5 0.95 97% 3.9

0.1 0.5 0.89 94% 6.8

0.2 0.5 0.78 88% 12

0.05 1 0.98 98% 1.3

0.1 1 0.96 95% 1.6

0.2 1 0.91 91% 2.1

TABLE I: The density ρsmooth of the smooth component, the
fraction of the volume occupied by the smooth component,
and the annihilation enhancement B for density distributions
P (ρ) parameterized by the survival-fraction amplitude f(ρ!)
and the survival-fraction power-law index α.

(2) The fraction of the volume occupied by the smooth
component is larger than the fraction of the mass in the
smooth component, as the higher-density components oc-
cupy correspondingly less volume. As a result, in most of
the models, the density in the vast majority of the halo
volume is the density of the smooth component.

(3) We have assumed that each halo and subhalo has
a uniform density. More realistically, the density of each
halo and subhalo will decrease with radius, perhaps with
an NFW profile, which has a density that depends on
radius r as ρ ∝ r−1 in the inner regions. The volume in
such a halo changes with density as (dV/dρ) ∝ ρ−3 for
ρ → ∞. This falls with density more rapidly at large ρ
than P (ρ) ∝ ρ2+α as long as α < 1. Thus, if α < 1,
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with six sets of observational data: the inner and outer Galactic rotation curves, the Oort

constants, the mass at large radii, the local vertical force, and the line-of-sight velocity dis-
persion in Baade’s window. The advantage of our models is that they not only describe the
potential-density pair for the Galaxy but also, the underlying DF. We therefore have the

ability to examine the stability of our Galactic models using N-body simulations, an issue
that is often ignored (but see Sellwood (1985) and Fux (1997)).

For the most part, we adopt Dehnen & Binney’s choice of observational data though we
include more complete observations of the line-of-sight dispersion in the bulge region as well

as photometric data from the COBE satellite. We also present what we believe to be a more
balanced treatment of the likelihood function. Most significantly, we bring to the problem

the powerful tools of Bayesian statistics and MCMC. These tools allow us to map out PDFs
of both input parameters and derived quantities.

Though our model represents an axisymmetric, equilibrium system, it is susceptible to
non-axisymmetric instabilities and therefore provides a natural starting point for numerical

studies of galactic dynamics. An N-body realization of the model can be easily generated
from the DF and then used as the initial conditions for a numerical simulation.

The Milky Way models in our MCMC series all satisfy the observational constraints
but vary considerably in their structural properties. We simulate a selection of twenty-five

models which span a wide range in Toomre Q (Toomre 1964) and Goldreich-Tremaine X
(Goldreich & Tremaine 1978, 1979) parameters and find that a bar develops in virtually all

of the cases. The onset of the bar instability can occur immediately or after several Gyr,
depending on the model.

We present the model in Section 2, review the observational constraints in Section 3, and
provide a summary of the essentials of Bayesian statistics and the MCMC method in Section

4. We discuss some preliminaries including our choice of prior probabilities, in Section 5. We
present the results of our MCMC analysis in Section 6 and the results of our bar formation
simulations in Section 7. In Section 8 we summarize our main conclusions and speculate on

how we might improve upon and extend the models and MCMC analysis.

2. GALACTIC MODELS

We consider axisymmetric, collisionless systems whose DF is of the form

f (E , Lz , Ez) = fdisk (E , Lz, Ez) + fbulge (E) + fhalo (E) (1)

– 6 –

density profile is well approximated by the R1/4-law (de Vaucouleurs 1948). The bulges of

late-type galaxies are found to have surface brightness profiles which follow the more general
Sersic law,

Σ(r) = Σ0e
−b(R/Re)1/n

, (5)

with Sersic index n between 0.6 and 2 (Andredakic, Peletier, & Balcells 1995; Courteau, de Jong, & Broeils
1996). Likewise, dark matter halos may have density profiles more general than the NFW

form. Since the work of Navarro, Frenk & White (1996), there has been considerable debate
over the actual form of halo density profiles. Moore et al. (1999) find evidence in their sim-

ulations for steeper cusps (ρ ∝ r−1.5). More recently, Navarro et al. (2004) conclude that
the logarithmic slope of the halo density profiles decreases steadily with radius though their
results are still consistent with equation 4. On the observational front, the rotation curves

of dark matter-dominated low surface brightness galaxies appear to favour constant density
cores (Moore 1994; Flores & Primack 1994; McGaugh & de Blok 1998; van den Bosch et al.

2000) though this interpretation of the data is being challenged on a number of fronts.

For our new models, we begin by choosing target density profiles, ρ̃bulge and ρ̃halo, for

the bulge and halo. Assume, for the moment, that the system is spherically symmetric.
Through the Abel integral transform,

fi (E) =
1√
8π2

∫ E

0

d2ρ̃i

dΨ2
total

dΨtotal√
E − Ψtotal

i = bulge or halo , (6)

(Binney & Tremaine 1987), we can construct bulge and halo DFs which yield the target
density profiles. In the case of an isolated halo or bulge, Ψtotal is the potential derived from

ρ̃halo or ρ̃bulge and equation 6 reduces to the usual expression for the DF of a spherically
symmetric system with isotropic velocities. The DF for a system following the Sersic law

was found with this method by Ciotti (1991). DFs for NFW halos were found by Zhao
(1997), Widrow (2000), and Lokas & Mamon (2000). For a composite system or one with
an external potential, one simply replaces the Ψ derived from ρ̃i with the total gravitational

potential. Tremaine et al. (2002) used this method to derive DFs for bulges with central
black holes by setting Ψtotal = Ψbulge + GMblackhole/r.

Equation 6 is only valid for spherically symmetric systems, a condition violated once a

disk is included. Our approach is to use a spherical approximation (essentially, the monopole
term of a spherical harmonics expansion) for the disk potential in evaluating Ψtotal. We stress
that equation 6 is used to construct fhalo(E) and fbulge(E), not to solve for Ψ(R, z) and ρ(R, z).

We can use fhalo(E) and fbulge(E) in equation 1 even though the composite system is not
spherically symmetric; A DF of the form f = f(E) yields an equilibrium system in any time-

Solve poisson equation for each component and sum to get the total potential

Stability requires integrand to be a monotonic function of energy

Reconstructing WIMP Properties in Direct Detection Experiments 3

model (see below). The potential from this component is clearly non-spherical, though it

may be fairly accurately modeled by a spherical distribution that has the same mass interior

to a Galactocentric radius r = R. The spherically-symmetric disk potential is taken as

φdisk = −GMdisk(1 − e−r/bdisk )/r, where the total disk mass is Mdisk = 5 × 1010 M#. The peak
circular velocity for the spherical fit to the disk potential at ∼ 2bdisk is ∼ 15% less than the

circular velocity of the exponential disk and asymptotes to! 5% of the true mass distribution

for large radii [12]. For the dark matter halo we take a five parameter model,

ρ(r) =
ρ0

(r/r0)a[1 + (r/r0)b](c−a)/b
. (1)

The escape velocity, vesc, and the circular velocity at the solar radius, v0, are determined from

the combined potential of the three components.

As is the case with any parametric model, the results we present will likely vary if the

model is not an accurate description of the true Galaxy. As such, we view our analysis as

means of estimating uncertainties and bias on key dark matter parameters for a well-defined,

though perhaps simplified, MWmodel, and acknowledge that the above model provides a first

step towards consideration of a wider range of Galactic models in this context. For example,

to better model observations [13] triaxial models for the MW halo may be considered which

increase the dark matter density in the disk. However, on the theoretical side there are

uncertainties to the predictedMWhalo shape, e.g. simulations suggest that adding gas cooling

tends to make halos more spherical [14].

2.2. Stellar Kinematics

From the above parametric model for the Galaxy, we simulate stellar kinematics data which

we then employ to determine the accuracy with which the particle properties of the dark matter

and its astrophysical distribution can be reconstructed. Our synthetic data sample consists of

2000 stars distributed uniformly with Galactocentric radii in the range 5 − 40 kpc, similar to
the distribution in recent Sloan Digital Sky Survey measurements [11]. The distance, d, from

a halo star to the Sun is given by d2 = r2 + r2# − 2 r r# cos θ, so that the line-of-sight velocity
to the star is ḋ = ṙ(r/d − r# cos θ/d) + r r# θ̇ sin θ/d. Here θ is the spherical polar angle and
r# = 8.5 kpc is the distance from the Sun to the Galactic center, which we keep fixed. The

line-of-sight velocity dispersion is defined as the average of ḋ2 over the solid angle in Galactic

coordinates, σ2
los
≡ 〈ḋ2〉. Performing this average gives [15],

σlos =
√

1 − A(r)β(r)σr, (2)

where

A(r) =
r2 + r2#

4r2
−
(r2 − r2#)

2

8r3r#
ln

∣

∣

∣

∣

∣

r + r#

r − r#

∣

∣

∣

∣

∣

. (3)

The velocity anisotropy parameter is β(r) = 1 − σ2θ/σ
2
r , which we assume to be constant as a

function of radius.

Assuming that the dark matter halo and the tracer population of halo stars are in

equilibrium, the radial jeans equation for the intrinsic, or statistical, dispersion σr is

d(ρ&σ
2
r )

dr
+
2ρ&σ

2
rβ(r)

r
= −Gρ&

dφ

dr
, (4)

Can assume a spherical expansion for the disk potential 

Distribution function is the sum of disk, bulge, and halo components
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Figure 5. The distribution of speeds and the differential rate on the major axis (a,b) and the intermediate axis (c,d) of the logarithmic
ellipsoidal model with p = 0.9 and q = 0.8. In each panel, results are given for a radially anisotropic [γ = −1.78] solution (dotted line)
and tangentially anisotropic [γ = 16] solution (dashed line), as well as a comparison Maxwellian (full line). Panel (b) assumes that the
WIMPs are scattering off 73Ge nuclei, while panel (d) assumes that they are scattering of 23Na nuclei. The computations are carried out
for the date of June 2nd when the total rate is at a peak.

stable neutral supersymmetric particle (generally the neu-
tralino) is one of the current favourites (e.g., Jungman et
al. 1996). One promising way of confirming this hypothe-
sis involves direct detection experiments. Broadly speaking,
the experiments work by measuring the recoil energy of a
nucleus in a low background laboratory detector which has
undergone a collision with a WIMP. The aim is to measure
the number of events per day per kilogram of detector ma-
terial as a function of the recoil energy Q. Although this
deposited energy is minute and the WIMP-nucleus interac-
tion is very rare, there are a number of such experiments
in progress around the world. These include the UKDMC
collaboration operating in Boulby mine (e.g., Smith et al.
1996), the DAMA collaboration in the Gran Sasso Labora-
tory (e.g., Bernabei et al. 1999), which both use NaI scintil-
lators, and the CDMS experiment located underground at
Stanford University, which uses cryogenic germanium and

silicon detectors (e.g., Gaitskell et al. 1997).

In all these experiments, the detection rate depends on
the mass mχ and cross-section σ0 of the WIMP, as well as
the mass of the target nucleus mN in the detector. But, it
also depends on the local dark matter density ρ0 and the
speed distribution fs(v) of WIMPs in the Galactic halo near
the Earth. Calculations have already been performed us-
ing Maxwellian velocity distributions for singular and cored
isothermal spheres, as well as for self-consistent flattened
halo models (e.g., Freese et al. 1985; Jungman et al. 1996;
Kamionkowski & Kinkhabwala 1998; Belli et al. 1999). One
of our aims here is to assess the likely uncertainties in
the detection rates caused by halo triaxiality and velocity
anisotropy. The formulae for the calculation of rates in di-
rect detection experiments are summarised in the review of
Jungman et al. (1996). We give here only the bare details.

‣Evens, Carollo, de Zeeuw 2000: Triaxial halo models

‣ Kamionkowski and Kinkhabwala 1998: small changes in distribution function for 
models normalized to circular velocity

‣ Ullio and Kamionkowski 2000: Anisotropic models considered in 



‣ Applications to Inelastic dark matter (in prep.) 
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Figure 3. Left-hand panel: spherically averaged density profiles of all level-2 Aquarius haloes. Density estimates have been multiplied by r2 in order to
emphasize details in the comparison. Radii have been scaled to r−2, the radius where the logarithmic slope has the ‘isothermal’ value, −2. Thick lines show
the profiles from r

(7)
conv outwards; thin lines extend inwards to r

(1)
conv. For comparison, we also show the NFW and M99 profiles, which are fixed in these scaled

units. This scaling makes clear that the inner profiles curve inwards more gradually than NFW, and are substantially shallower than predicted by M99. The
bottom panels show residuals from the best fits (i.e. with the radial scaling free) to the profiles using various fitting formulae (Section 3.2). Note that the Einasto
formula fits all profiles well, especially in the inner regions. The shape parameter, α, varies significantly from halo to halo, indicating that the profiles are not
strictly self-similar: no simple physical rescaling can match one halo on to another. The NFW formula is also able to reproduce the inner profiles quite well,
although the slight mismatch in profile shapes leads to deviations that increase inwards and are maximal at the innermost resolved point. The steeply cusped
Moore profile gives the poorest fits. Right-hand panel: same as the left, but for the circular velocity profiles, scaled to match the peak of each profile. This
cumulative measure removes the bumps and wiggles induced by substructures and confirms the lack of self-similarity apparent in the left-hand panel.

α fixed to a single value, residuals are smaller and have less radial
structure than those from either NFW or M99.

We show this in Fig. 4, where we plot the minimum-Q(Qmin)
values of the best Einasto fits for all six level-2 Aquarius haloes,
as a function of the shape parameter α. For given value of α, the
remaining two free parameters of the Einasto formula are allowed to
vary in order to minimize Q2. Different line types correspond to dif-
ferent numbers of bins used to construct the profile (from 20 to 50),
chosen to span in all cases the same radial range, 0.01 < r/r−2 < 5,
a factor of 500 in radius. Minimum-Q values are computed using a
similar procedure for the NFW and M99 formulae, and are shown,
for each halo, with symbols of corresponding colour.

In terms of Qmin, Einasto fits are consistently superior to NFW
or M99, whether or not the α parameter is adjusted freely. For
example, for fixed α = 0.15, all Einasto best fits have minimum-Q
values below ∼0.03. For comparison, best NFW and M99 fits have
an average 〈Qmin〉 ∼ 0.06 and 0.095, respectively. These numbers
correspond to Nbins = 20, but they are rather insensitive to Nbins, as
may be judged from the small difference between the various lines
corresponding to each halo in Fig. 4.

We emphasize that, although the improvement obtained with
Einasto’s formula is significant, NFW fits are still excellent, with a
typical rms deviation of just ∼6 per cent over a range of 500 in ra-
dius. The use of the NFW formula may thus be justified for applica-
tions where this level of accuracy is sufficient over this radial range.

When α is adjusted as a free parameter, 〈Qmin〉 ∼ 0.018 for
Einasto fits. Furthermore, there is, for each halo, a well-defined
value of α that yields an absolute minimum in Q. The Q-dependence
on α about this minimum is roughly symmetric and, as expected,
nearly independent of the number of bins used in the profile. The

Figure 4. Minimum-Q values as a function of the Einasto parameter α for
best fits to all level-2 halo profiles in the radial range 0.01 < r/r−2 < 5.
Colours identify different haloes, and line types identify the number of
bins chosen for the profile. The minimum-Q values obtained for NFW and
M99 best fits are also shown, and are plotted at arbitrary values of α for
clarity. Note that Einasto fits are consistently better than NFW which are
consistently better than M99, and that a significant improvement in Q is
obtained when letting α vary in the Einasto formula. Q is approximately
independent of the number of bins used in the profile, and is minimized for
different values of α for each individual halo (see the text for further details).
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Neutrino Coherent Scattering

ν ν

Freedman 1974 PRD, Tubbs & Schramm 1975 

Fundamental prediction of the Standard Model, but not yet detected

Cross Section: σ ~ Gf2 Qw2 Eν2 F(Q2)2

Qw2 = N - (1- 4sin2 θw)ZWeak charge:

Coherence condition: [three-momentum] x [nuclear radius] ≤ 1

Implies sensitivity to neutrinos ~ 10 MeV
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Figure 3. Number of events above a threshold recoil kinetic energy for four target
nuclei. For both the diffuse supernova and atmospheric event rates, the sum of all
contributing neutrino flavors are shown.

thresholds in the area of ∼ 5 keV; as is seen dropping the threshold below this energy

will lead to a significantly increased 8B signal.
As an additional note, the analysis above just accounts for neutrino-nucleus

coherent scattering. In principle it would also be possible to detect these same fluxes

via neutrino-electron elastic scatterings [8]. For this channel the largest rate is to due

the solar pp reaction. For example, from pp scatterings on Xe a flat spectrum of electron

recoil events is expected at ∼ 0.1 events per ton-yr with energies up to ∼ 600 keV.

3. Implications for WIMP-Nucleon Cross Section Constraints

In the absence of backgrounds the expected upper limit on the WIMP-cross section

simply scales linearly with the detector. For example a ten times greater exposure

will imply a ten times stronger upper limit on the cross section. In the presence of

backgrounds, however, the projected limits on the cross section must be modified.

Dodelson [26] has provided a simple formalism for estimating the upper limit on the

Ne Ar

Neutrino Backgrounds/Signals

Flux of Atmospheric Neutrinos 9

where φp(A) is the flux of primary protons (nuclei of mass A) outside the influence

of the geomagnetic field and Rp(A) represents the filtering effect of the geomag-

netic field. Free and bound nucleons are treated separately because propagation

through the geomagnetic field depends on magnetic rigidity (total momentum

divided by total charge) whereas particle production depends to a good approxi-

mation on energy per nucleon. A proton of rigidity R (GV) has total energy per

nucleon E(GeV ) =
√

R2 + m2
p whereas the corresponding relation for helium is

E(GeV/A) =
√

R2/4 + m2
p.

The neutrinos come primarily from the two-body decay modes of pions and

kaons and the subsequent muon decays. The decay chain from pions is

π± → µ± + νµ(νµ) (4)

↘

e± + νe(νe) + νµ(νµ),

with a similar chain for charged kaons. When conditions are such that all particles

decay, we therefore expect

νµ + ν̄µ

νe + ν̄e
∼ 2, (5)

νµ/ν̄µ ∼ 1 and νe/νe ∼ µ+/µ−.

Moreover, the kinematics of π and µ decay is such that roughly equal energy is

carried on average by each neutrino in the chain.

2.1 Early calculations

The early calculations used the relation between muons and neutrinos implied

by Eq. 4. The idea is to parameterize the pion production spectrum in the

atmosphere to fit an observed flux of muons. In this way, the primary spectrum

Strigari, NJP 2009

Solar 

Neutrinos

ATM 

Neutrinos

SN

Neutrinos8B →7Be* + e+ + νe

3He + p→ 4He + e+ + νe

Astrophysical Neutrinos
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Figure 3. Number of events above a threshold recoil kinetic energy for four target
nuclei. For both the diffuse supernova and atmospheric event rates, the sum of all
contributing neutrino flavors are shown.
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will lead to a significantly increased 8B signal.
As an additional note, the analysis above just accounts for neutrino-nucleus

coherent scattering. In principle it would also be possible to detect these same fluxes

via neutrino-electron elastic scatterings [8]. For this channel the largest rate is to due

the solar pp reaction. For example, from pp scatterings on Xe a flat spectrum of electron

recoil events is expected at ∼ 0.1 events per ton-yr with energies up to ∼ 600 keV.

3. Implications for WIMP-Nucleon Cross Section Constraints

In the absence of backgrounds the expected upper limit on the WIMP-cross section

simply scales linearly with the detector. For example a ten times greater exposure

will imply a ten times stronger upper limit on the cross section. In the presence of

backgrounds, however, the projected limits on the cross section must be modified.

Dodelson [26] has provided a simple formalism for estimating the upper limit on the
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where φp(A) is the flux of primary protons (nuclei of mass A) outside the influence

of the geomagnetic field and Rp(A) represents the filtering effect of the geomag-

netic field. Free and bound nucleons are treated separately because propagation

through the geomagnetic field depends on magnetic rigidity (total momentum

divided by total charge) whereas particle production depends to a good approxi-

mation on energy per nucleon. A proton of rigidity R (GV) has total energy per
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√

R2 + m2
p whereas the corresponding relation for helium is

E(GeV/A) =
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R2/4 + m2
p.

The neutrinos come primarily from the two-body decay modes of pions and

kaons and the subsequent muon decays. The decay chain from pions is

π± → µ± + νµ(νµ) (4)

↘

e± + νe(νe) + νµ(νµ),

with a similar chain for charged kaons. When conditions are such that all particles

decay, we therefore expect

νµ + ν̄µ

νe + ν̄e
∼ 2, (5)

νµ/ν̄µ ∼ 1 and νe/νe ∼ µ+/µ−.

Moreover, the kinematics of π and µ decay is such that roughly equal energy is

carried on average by each neutrino in the chain.

2.1 Early calculations

The early calculations used the relation between muons and neutrinos implied

by Eq. 4. The idea is to parameterize the pion production spectrum in the

atmosphere to fit an observed flux of muons. In this way, the primary spectrum
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FIG. 4: 90% C.L. upper limits on the WIMP-nucleon spin-
independent cross section as a function of WIMP mass. The
red (upper) solid line shows the limit obtained from the ex-
posure analyzed in this work. The solid black line shows
the combined limit for the full data set recorded at Soudan.
The dotted line indicates the expected sensitivity for this ex-
posure based on our estimated background combined with
the observed sensitivity of past Soudan data. Prior results
from CDMS [11], EDELWEISS II [12], XENON10 [13], and
ZEPLIN III [14] are shown for comparison. The shaded re-
gions indicate allowed parameter space calculated from cer-
tain Minimal Supersymmetric Models [20, 21] (Color online.)

a doubling of previously analyzed exposure, the observa-
tion of two events leaves the combined limit, shown in
Fig. 4, nearly unchanged below 60 GeV/c2 and allows
for a modest strengthening in the limit above this mass.

We have also analyzed our data under the hypothesis
of WIMP inelastic scattering [23], which has been pro-
posed to explain the DAMA/LIBRA data [24] . We com-
puted DAMA/LIBRA regions allowed at the 90% C.L.
following the χ2 goodness-of-fit technique described in
[25], without including channeling effects [26]. Limits
from our data and that of XENON10 [27] were com-
puted using the Optimum Interval Method [22]. Re-
gions excluded by CDMS and XENON10 were defined
by demanding the 90% C. L. upper limit to completely
rule out the DAMA/LIBRA allowed cross section in-
tervals for allowed WIMP masses and mass splittings.
The results are shown in Fig. 5. The CDMS data dis-
favor all but a narrow region of the parameter space al-
lowed by DAMA/LIBRA that resides at a WIMP mass
of ∼100 GeV/c2 and mass splittings of 80–140 keV.

The data presented in this work constitute the final
data runs of the CDMS II experiment and double the
analyzed exposure of CDMS II. We observed two can-
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FIG. 5: The shaded green region represents WIMP masses
and mass splittings for which there exists a cross section com-
patible with the DAMA/LIBRA [24] modulation spectrum
at 90% C. L. under the inelastic dark matter interpretation
[23]. Excluded regions for CDMS II (solid-black hatched) and
XENON10 [27] (red-dashed hatched) were calculated in this
work using the Optimum Interval Method. (Color online.)

didate events. These data, combined with our previous
results, produce the strongest limit on spin-independent
WIMP-induced nuclear scattering for WIMP masses
above 42GeV/c2 ruling out new parameter space.
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The Bullet Cluster
• Observations of the Bullet 

Cluster in the optical and 
x-ray fields combined with 
gravitational lensing 
provide compelling evidence 
that the dark matter is 
particles.

blue = lensing

red = x-rays

5

Clowe et al., ApJ, 648, 109 

• Gravitational lensing tells us 
mass location

•No dark matter = 
lensing strongest near 
gas

•Dark matter = lensing 
strongest near stars 


